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1. Introduction

In 1995 the last missing member of the known families of quarks, the top quark, was discov-
ered by the CDF and DØ experiments at the Tevatron, a proton-antiproton collider at Fermilab
near Chicago. Until today, the Tevatron is the only place where top quarks can be produced.

The determination of top quark production and properties is crucial to understand the Stan-
dard Model of particle physics and beyond. The most striking property of the top quark is its
mass – of the order of the mass of a gold atom and close to the electroweak scale – making the
top quark not only interesting in itself but also as a window to new physics. Due to the high
mass, much higher than of any other known fermion, it is expected that the top quark plays
an important role in electroweak symmetry breaking, which is the most prominent candidate
to explain the mass of particles. In the Standard Model, electroweak symmetry breaking is
induced by one Higgs field, producing one additional physical particle, the Higgs boson. Al-
though various searches have been performed, for example at the Large Electron Positron
Collider (LEP), no evidence for the Higgs boson could yet be found in any experiment. At the
Tevatron, multiple searches for the last missing particle of the Standard Model are ongoing
with ever higher statistics and improved analysis techniques. The exclusion or verification of
the Higgs boson can only be achieved by combining many techniques and many final states
and production mechanisms. As part of this thesis, the search for Higgs bosons produced
in association with a top quark pair (tt̄H) has been performed. This channel is especially
interesting for the understanding of the coupling between Higgs and the top quark.

Even though the Standard Model Higgs boson is an attractive candidate, there is no reason
to believe that the electroweak symmetry breaking is induced by only one Higgs field. In
many models more than one Higgs boson are expected to exist, opening even more channels
to search for charged or neutral Higgs bosons. Depending on its mass, the charged Higgs
boson is expected to decay either into top quarks or be the decay product of a top quark. For
masses below the top quark mass, the top decay into a charged Higgs boson and a b quark can
occur at a certain rate, additionally to the decays into W bosons and a b quark. The different
decays of W and charged Higgs bosons can lead to deviations of the observed final number of
events in certain final states with respect to the Standard Model expectation. A global search
for charged Higgs bosons in top quark pair events is presented in this thesis, resulting in the
most stringent limits to-date.

Besides the decay of top quarks into charged Higgs or W bosons, new physics can also show
up in the quark part of the decay. While in the Standard Model the top quark decays with a
rate of about 100% into a W boson and a b quark, there are models where the top quark can
decay into a W boson and a non-b quark. The ratio of branching fractions in which the top
quark decays into a b quark over the branching fractions in which the top quark decays into
all quarks is measured as part of this thesis, yielding the most precise measurement today.

Furthermore, the Standard Model top quark pair production cross section is essential to be
known precisely since the top quark pair production is the main background for tt̄H produc-
tion and many other Higgs and beyond the Standard Model searches. However, not only the
search or the test of the Standard Model itself make the precise measurement of the top quark
pair production cross section interesting. As the cross section is calculated with high accu-
racy in perturbative QCD, a comparison of the measurement to the theory expectation yields
the possibility to extract the top quark mass from the cross section measurement. Although
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many dedicated techniques exist to measure the top quark mass, the extraction from the cross
section represents an important complementary measurement. The latter is briefly discussed
in this thesis and compared to direct top mass measurements.

The goal of this thesis is the improved understanding of the top quark sector and its use as a
window to new physics. Techniques are extended and developed to measure the top quark
pair production cross section simultaneously with the ratio of branching fractions, the tt̄H
cross section or the rate with which top quarks decay into charged Higgs bosons. Some of the
results are then taken to extract more information. The cross section measurement is used to
extract the top quark mass, and the ratio of the top quark pair production cross sections in
different final states, yielding a limit on non-Standard Model top quark decays.



2. Theory

The matter known today consists of quarks and leptons. The properties and interactions
of these elementary particles are described by the Standard Model (SM) of particle physics.
Although the SM predicts many phenomena it does not include gravity and does not explain
dark matter nor dark energy. Several models extending the SM exist. One such model is
Supersymmetry (SuSy), of which the simplest extension of the Standard Model is the Minimal
Supersymmetric Standard Model (MSSM).

In this chapter a short introduction to the Standard Model is given, with special emphasise on
the top quark and its production and decay. The Minimal Supersymmetric Model is described
briefly with special interest on the charged Higgs boson.

2.1. The Standard Model

The Standard Model is the theory of fermionic particles and their fundamental interactions.
Between fermions with spin one half, obeying the Fermi-Dirac statistics, the exchange of four
fundamental forces occurs. The forces are gravitation, electromagnetic, weak and strong in-
teraction. The inclusion of gravitation into a consistent theory with all the other forces is not
yet possible. As its magnitude is by many orders smaller compared to the other three forces,
gravitation can be neglected in most particle physics calculations and is not part of the Stan-
dard Model. In field theory the forces are carried by gauge bosons with integer spin, follow-
ing Bose-Einstein statistics. To each fundamental interaction one or more gauge bosons are
associated. Their necessity and appearance can naturally be explained in their corresponding
local gauge theories [1, 2]. The four fundamental interactions together with their bosons and
the particles they act upon are listed in Table 2.1.

The Standard Model contains of six types of quarks and leptons, ordered in three families. The
first family includes the quarks and leptons of which the stable matter consists: up and down
type quarks, electrons and electron neutrinos. Tables 2.2 and 2.3 show the different quark
flavours and lepton types, their masses and electric charge. For each fermion an anti-fermion
exists, having the same mass and opposite charge. In the Standard Model the neutrino mass
is assumed to be zero. Although experiments show that neutrinos are not massless the as-
sumption works for the calculations and predictions in high energy physics.

The Standard Model is based on the SU(3)C × SU(2)L ×U(1)Y symmetry group, where C, L
and Y refer to the colour, weak isospin and hypercharge quantum numbers.

Force gauge boson interacts with
gravitation Graviton (?) all massive particles

weak interaction W±, Z quarks & leptons, W±, Z
electromagnetic interaction photon γ quarks and charged leptons

strong interaction 8 gluons g quarks & gluons

Table 2.1.: The fundamental interactions; the graviton is not yet observed
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Family Quark flavour Mass [GeV] Electric charge [e]
1 up (u) 0.0015 - 0.003 2/3

down (d) 0.003 - 0.007 −1/3
2 charm (c) 1.25± 0.09 2/3

strange (s) 0.095± 0.025 −1/3
3 top (t) 174.2± 3.3 2/3

bottom (b) 4.2± 0.07 −1/3

Table 2.2.: Overview over the quark flavours [3]

Family Leptons Mass [MeV] Electric charge [e]
1 νe (electron neutrino) < 2 · 10−6 @ 95 %CL 0

e− (electron) 0.51099892± 0.00000004 −1
2 νµ (muon neutrino) < 0.19 @ 95 %CL 0

µ− (muon) 105.658369± 0.000009 −1
3 ντ (τ neutrino) < 18.2 @ 95 %CL 0

τ− (tau) 1779.99+0.29
−0.26 −1

Table 2.3.: Overview over the leptons [3]

2.1.1. The strong interaction and Quantum Chromodynamics

The gauge theory describing the strong interaction is the Quantum Chromodynamics (QCD).
QCD is a non-abelian gauge theory based on the gauge group SU(3). Local gauge invariance
under colour phase transformation leads to eight massless gluons.

The strong interaction acts on colour charged particles, which are the quarks and gluons.
Colour charge occurs in three flavours, called red, green and blue, and the corresponding
anti-colours. In contrast to the gauge boson in QED (see section 2.1.2) the gluon itself car-
ries colour charge, causing gluon self-coupling. If the number of quark flavours at a con-
sidered energy is not higher than 16 (see Eq. 2.1), an increase of the colour force between
colour charged particles with increasing distance occurs. As a consequence quarks and glu-
ons can not appear as free particles but only in colour-neutral objects. This behaviour is called
confinement and implies that only particles that are colour-singlets can be observed directly.
Two kinds of colour-singlets are observed: baryons (qqq) and mesons (qq̄). With decreasing
distance the strength of the interaction between coloured particles decreases. This leads to
quasi-free coloured particles at small distances and is called asymptotic freedom.

To calculate cross sections and matrix elements, perturbative calculations in orders of the
coupling constant αs are performed. The perturbation calculation must be renormalised in
order to remove ultraviolet divergencies. The formula for the coupling αs(Q2) results from
renormalisation, where Q2 is the scale of the observed process.

In first order perturbation theory αs(Q2) has the form [2]:

αS(Q2) =
12π

(33− 2n f ) ln(Q2/Λ2)
. (2.1)

n f is the number of quark flavours that contribute at the considered energy and Λ is an in-
tegration constant representing the scale at which αs diverges. The denominator in Eq. 2.1
shows that for n f larger than 16 the sign of αs becomes negative, which would result in a
behaviour like in Quantum Electrodynamics. At present energies n f is below this number.
Furthermore, measurements of the Z boson width restrict the number of neutrinos with mass
lower than the half of the Z mass to three.
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At small energy scales αs becomes large, and therefore perturbative calculations are not pos-
sible anymore. Thus, all energies below a certain threshold require non-perturbative models
in order to enable a full description of observable processes.

2.1.2. The electroweak interaction and the Higgs mechanism

Historically, the gauge theory describing the electromagnetic interactions, the Quantum Elec-
trodynamics (QED), was the first gauge theory constructed to describe particles and their in-
teraction. QED is the simplest gauge theory, with only one gauge boson – the photon. While
QED and QCD are self-consistent gauge theories, the description of the weak interaction only
works properly in the unified picture of electromagnetic and weak interaction. The three
gauge bosons for the weak force are massive, requiring a mechanism to explain how particles
aquire their mass.

Quantum Electrodynamics

The gauge theory describing the electromagnetic interactions is Quantum Electrodynamics
(QED). The QED is based on the symmetry group U(1). The equation that describes a free
fermion in this theory is the Dirac equation. Invariance of the equation under local gauge
transformations of the group U(1) leads to the photon as gauge boson and the coupling to
the electric charged particles. Perturbation theory in QED is done in the coupling constant
αQED, which increases with increasing energy or decreasing distance. At very small energies
αQED is of the order of 1

137 , and therefore small enough to allow perturbative calculations.
αQED increases very slowly with increasing Q2, enabling perturbative corrections up to high
energies.

The weak interaction

While the strong interaction only acts on quarks and the electromagnetic interaction only on
electrically charged particles, the weak interaction seems to occur between all quarks and lep-
tons at first sight. Experiments have shown that weak interactions are related to the chirality
of the particle. The gauge bosons of the weak interactions are the W± and the Z bosons. The
W± and the Z bosons act on fermions carrying a weak isospin quantum number different
from zero, and interact with each other. In contrast to the gauge bosons of QED and QCD, the
gauge bosons of the weak interaction are massive, resulting in a short lifetime of the bosons
and a small interaction length of the weak force. Analogous to the electric charge in QED
and the colour charge in QCD, the weak interaction acts on the weak isospin. Left-handed
particles appear in pairs, while right-handed ones are singlets.

The electroweak theory and the Higgs mechanism

While QCD and QED are consistent with observation, a theory of weak interaction on its
own, based on SU(2), is not. When requiring invariance of the Lagrangian under SU(2)L it
results in two charged bosons and a neutral gauge boson W0. The latter is not consistent with
observation, as the observed weak neutral current has a right-handed component. Further-
more, the local gauge theory requires massless gauge bosons, which is not consistent with
observation neither.

The unification of electromagnetic and weak interaction delivers a description that is con-
sistent with the observed neutral current processes and the boson masses. The theory of
electroweak interaction is based on the SU(2)L ×U(1)Y symmetry group. The requirement
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of invariance under local gauge transformations leads to four gauge bosons: W1, W2 and W3

from the group SU(2)L and B from the group U(1)Y. Since SU(2)L is a non-abelian group the
three bosons from this group interact with each other.

The two bosons W3 and B can not directly be identified with the observed Z boson and the
photon. While Z is massive, the photon must remain massless, implying a strict constraint
on the theory. Furthermore, experiments show that the coupling of the Z boson to charged
leptons and neutrinos is different. The photon and the Z boson can be defined as a linear
combination of W3 and B:

Z = cos θWW3 − sin θW B (2.2)
A = sin θWW3 + cos θW B (2.3)

with θW being the weak mixing angle. θW is determined by the coupling constants gW of the
SU(2)L and g′W of the U(1)Y groups:

sin θW =
g′W√

g2
W + g′W

2
(2.4)

The bosons W+ and W− are a mixture of the gauge bosons W1 and W2:

W± =
1√
2
(W1 ∓ iW2) . (2.5)

The Higgs mechanism The local gauge theories require massless gauge bosons. The three
observed bosons W± and Z are massive and therefore violate the SU(2)L × U(1)Y gauge
invariance. The Higgs mechanism [4], which introduces a spontaneous symmetry breaking,
can solve this problem.

The Lagrangian of a complex scalar isospin doublet Φ(x) = (Φ+, Φ0) [5, 6]

L = (DµΦ)∗(DµΦ)−V(Φ∗Φ) (2.6)

with the potential

V(Φ∗Φ) = λ(Φ∗Φ)2 − µ2Φ∗Φ (2.7)

with λ > 0 and µ2 > 0, is invariant under local SU(2) gauge transformations. V is called the
Higgs potential. It has its minimum at the non-zero value Φ = v/

√
2 =

√
µ2/2λ. The vac-

uum expectation value v (vev) of the neutral Higgs field Φ introduces the symmetry breaking.
By setting one component of Φ to zero at the minimum (Φ+) and expanding the other com-
ponent of Φ near the minimum as Φ0(x) = (v + h(x))/

√
2 and inserting it into Eq. 2.6, mass

terms for the gauge bosons and the Higgs boson appear. h(x) is a non-complex field or the
Higgs boson.

In order to give mass to fermions Yukawa coupling terms of the form g f fLΦ fR are introduced,
where fL and fR are left and right-handed fermions. For each fermion an own coupling g f

is introduced, resulting in the mass of the fermion of m f = g f v
√

2. g f or m f are thus not
calculable but have to be determined experimentally.

The CKM matrix The SU(2)L gauge bosons W1, W2 and W3 couple only to left-handed
fermions and right-handed anti-fermions and are therefore maximal parity violating. All
right-handed quarks and leptons (and left-handed anti-quarks and anti-leptons) are mem-
bers of I = 1/2 isospin doublets, while all right-handed quarks and leptons (and left-handed
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particles I I3 Y Q
leptons (νeL

eL
) (νµL

µL
) (ντL

τL
) (1/2

1/2) ( 1/2
−1/2) (−1/2

−1/2) ( 0
−1)

eR µR τR 0 0 -1 -1
quarks (u′L

d′L
) (c′L

s′L
) (t′L

b′L
) (1/2

1/2) ( 1/2
−1/2) (1/6

1/6) ( 2/3
−1/3)

u′R c′R t′R 0 0 2/3 2/3
d′R s′R b′R 0 0 -1/3 -1/3

Table 2.4.: Isospin doublets and singlets for quarks and leptons.
Flavour quantum numbers for leptons and quarks:
weak isospin I with third component I3;
Y: hypercharge;
Q: electric charge Q=I3 + Y

anti-quarks and anti-leptons) are I = 0 isospin singlets. The flavour quantum numbers of the
SM fermions are listed in Table 2.4. The W± bosons carry an isospin value of |I3| = 1, the Z
boson has I3 = 0.

Assuming the mass eigenstates were identical to the electroweak eigenstates, no weak tran-
sition between different quark generation would be observed. As this does not agree with
observation the electroweak and mass eigenstates must be different. By modification of the
quark doublets this problem can be solved. The electroweak eigenstates (u′,c′,t′) and (d′,s′,b′)
are rotations of the mass eigenstates (u,c,t) and (d,s,b). The electroweak eigenstates differ
from the mass eigenstates by a unitary transformation d′

s′

b′

 = Ud

 d
s
b

 (2.8)

and  u′

c′

t′

 = Uu

 u
c
t

 (2.9)

The matrix V = U†
uUd is called CKM-Matrix (Cabbibo-Kobayashi-Maskawa) and is written

as:

V =

 VudVusVub
VcdVcsVcb
VtdVtsVtb

 (2.10)

The probability of a transition from quark qu into a quark qd is proportional to the corre-
sponding CKM matrix element squared: |Vquqd |2. The unitarity requirement leaves four free
parameter in the matrix. Three are independent mixing angles and one is a phase, that causes
the CP violation in the Standard Model.

Observation shows that neutrinos are not massless, therefore the electroweak and mass eigen-
states (or flavour eigenstates) are not identical for the neutrinos either. A transformation ma-
trix similar to the CKM matrix is introduced, called Maki-Nakagawa-Sakata (MNS) matrix [7]
and connecting the electroweak eigenstates (ν1,ν2,ν3) to the flavour eigenstates (νe,νµ, ντ).

2.1.3. The top quark

The top quark is the heaviest elementary particle known today. The top quark is interesting
for several reasons. Due to its short lifetime it is the only quark where pure properties of a



8 Chapter 2. Theory

free quark can be measured. Due to its high mass the top quark has the strongest coupling of
all known fermions to the Higgs boson, making the consideration of processes involving the
coupling of both particles interesting.

The top quark mass The mass of the fermions are free parameter in the SM. The current
world average for the top quark mass 1) is [9]

mt = 172.6± 0.8 (stat) ± 1.1 (syst) GeV. (2.11)

The relative uncertainty on the measurement is about 0.8% and therefore the top quark mass
is measured more precisely than the mass of any other quark.

Due to the dependence of the theoretical tt̄ cross section calculation on the top quark mass the
latter can be extracted from the measurement of the top pair production cross section [10,11].
It can directly be compared to the dedicated top mass measurements. In section 9.2 the top
mass measurement from cross section will be described briefly.

The top quark production The production of the top quark can occur via strong or elec-
troweak interaction. At the Tevatron with a centre of mass energy of 1.96 TeV, the tt̄ pair
production via strong interaction is the dominant process, while single top quark production
via electroweak interaction is much weaker.

Single top quark production can occur via the s-channel qq̄ → W+tb̄ or the t-channel pro-
cess gq → qtb̄. In 2006 DØ reported the first evidence for single top production [12] with a
measured cross section of s- and t-channel together of σ = 4.7± 1.3 pb yielding a standard
deviation of 3.6 sigma from a cross section of zero. No 5 sigma observation was reported so
far.

The leading order Feynman diagrams for top quark pair production are shown in Fig. 2.1. The
upper diagram shows the quark-antiquark annihilation. The three bottom diagrams compose
the gluon-gluon fusion.

The two incoming partons of the hard interaction, i. e. quarks or gluons, are part of the accel-
erated proton and antiproton. Each of the partons from the incoming proton and antiproton
carry a fraction x of the (anti)proton momentum. The probability densities for a parton of
type a or b to carry the momentum fraction x are described by the parton distribution func-
tions (PDFs) f p

a (x, Q2) and f p̄
b (x, Q2). Q describes the scale for the interaction. The PDFs are

determined from deep inelastic scattering and other data.

The separation of the hard interaction from long distance processes is called factorisation. To
separate the two pieces the factorisation scale µ is introduced.

The production of a tt̄ pair requires at least a centre of mass energy
√

s of 2mt for the hard
interaction. This yields a typical value for the momentum fraction x of x ' 2mt√

s . For the
Tevatron this results in x = 0.18, while it is x = 0.025 for the LHC. The parton distribution
functions for a scale of Q2 = (172.6 GeV)2 are shown in Fig. 2.2. Due to the different ratio of
quark to gluon distribution functions for different x the composition of the processes qq̄ → tt̄
and gg → tt̄ depend on the centre of mass energy. At x = 0.18 the PDFs for quarks are much
higher than for gluons, causing a contribution of about 85 % quark-antiquark annihilation
and of 15 % gluon-gluon fusion to the production cross section of a top pair at the Tevatron.
At the LHC, the gluon-gluon fusion dominates with about 90 %.

1)The latest value from August 2008 is mt = 172.4± 0.7 (stat) ± 1.0 (syst) GeV [8]. This value is not yet used in
this thesis.
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Figure 2.1.: Leading order Feynman diagrams for tt̄ pair production at the Tevatron

Figure 2.2.: Parton Distribution Function for quarks and the gluon of the proton [13].
The scale Q is set to the current value of the top quark mass 172.6 GeV. The
CTEQ6L1 parametrisation is used.

The top quark pair production cross section can be written as [14]

σtt̄ = ∑
a,b

∫
dxadxb fa

p(xa, µ) fb
p̄(xb, µ)σ̂ab→tt̄(ŝ, m2

t , xa, xb, αs(µ2), µ2), (2.12)

where a and b run over all quark types and the gluons in the proton and antiproton respec-
tively, with the partons a and b carrying a momentum fraction xa and xb from proton and
antiproton. ŝ is the effective centre of mass energy for the partonic process. For a top mass of
175 GeV the theoretical cross section in next-to-leading order (NLO) including additional sub-
leading terms, next-to-next-to-next-to-leading-logarithmic (NNNLL) terms and some virtual
terms, calculated by Kidonakis et al. [15] using the CTEQ6M [16] PDFs yields

σpp̄→tt̄+X(mt = 175 GeV,
√

s = 1.96 TeV) = 6.77± 0.6 pb−1. (2.13)

An alternative calculation was carried out by Cacciari et al., also at NLO, includ-
ing resummation of leading and next-to-leading soft logarithms appearing at all orders
of perturbation theory [17]. The result for the theoretical cross section agrees with
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the calculation from Kidonakis et al. A new calculation from Moch and Uwer [18,
19] containing all logarithms in NNLL that are relevant for a next-to-next-to-leading
order (NNLO) calculation exists, using a new CTEQ6.6 [20] PDF set, resulting in
σpp̄→tt̄+X(mt = 175 GeV,

√
s = 1.96 TeV) = 6.92± 0.53 pb−1.

The top quark decay Within the Standard Model the top quark decays via the weak interac-
tion to a W boson and a down-type quark q (q = d, s, b). The rate of the decay is proportional
to the CKM matrix element |Vtq|2. Under the assumption of three fermion families and a uni-
tary 3× 3 CKM matrix the elements |Vtq| are severely constrained. The decay t → W+b and
its charged conjugate occurs to almost 100%, with |Vtb| = 0.999100+0.000034

−0.000004 [3].

However, in several extensions of the Standard Model the 3 × 3 CKM is a sub-matrix of a
larger matrix and would not appear unitary. In this case the |Vtq| elements can significantly
deviate from their Standard Model values. Experimentally this can be checked with the single
top quark production mode, which depends directly on |Vtb|2, or with the ratio of branching
fractions

R =
B(t → Wb)
B(t → Wq)

. (2.14)

R can be expressed in terms of the CKM matrix elements as

R =
|Vtb|2

|Vtd|2 + |Vts|2 + |Vtb|2
. (2.15)

In case of the existence of a fourth quark generation, the denominator does not change. The
limits on the mass of a fourth generation quark are already larger than the top quark mass [3],
therefore the top quark decays only into the quarks of the three known generations.

There are also models where the W boson from the top quark decay is replaced by other
particles. For example the decay of the top quark to a charged Higgs boson is predicted in
Supersymmetric models. More details about this decay possibility are given in section 2.2.4.

Assuming 100% decay of top to W boson and bottom quark the decay width of the top quark
in leading order perturbation theory is Γ(t → Wb) = 1.42 GeV for a top quark mass of
175 GeV. The lifetime τt = h̄/Γ of the top quark is therefore very short with τt ' 0.5 · 10−24 s.
This is about ten times smaller than the characteristic time for hadronisation – i. e. the forma-
tion of hadrons from quarks – to take place.

The tt̄ decay channels For the measurement of the top quark production and properties
it is useful to define separate final states according to the final physics objects. The tt̄ decay
channels are classified according to the decay of the two W bosons from the top decays. Each
of the W bosons can decay leptonically into eν̄e, µν̄µ or τν̄τ or hadronically into ud̄ or cs̄, or
charge conjugate. Due to the three possible colour charges, the ratio of hadronic to leptonic
decay modes is a factor of two.

The tt̄ decay is separated into the following final states:

All hadronic With a probability of about 46 % both W bosons decay hadronically. Experi-
mentally, the channel suffers from large backgrounds from multijet production.

τ+jets The τ+jets channel consists of events where one W boson decays hadronically and the
other one into a hadronic decaying τ. Due to the experimental similarity between this
final state and the all hadronic final state the identification of the τ is essential. The sep-
aration of the τ+jets channel and the lepton+jets final state is a convention. Especially
since the reconstruction of hadronic decaying τ’s is different from and more difficult
than the reconstruction of electrons and muons, this convention is useful.



2.1 The Standard Model 11

Figure 2.3.: tt̄ decay channels and the corresponding branching ratios. The branching
ratios correspond to the theoretical predictions at tree level [21].
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Figure 2.4.: Examples for Feynman diagrams of associated tt̄H porduction at the Teva-
tron.

Lepton+jets In the lepton+jets channel one W boson decays hadronically and the other one
leptonically into an electron or muon and its corresponding neutrino. Decays of the W
boson into a τ with leptonic decay of the τ are included in the lepton+jets channel. With
a branching ratio of about 35 %, including the leptonic decaying τ decays the lepton+jets
channel shows the best combination of large statistics and a clear signature due to the
presence of a lepton.

Dilepton If both W bosons decay into electron or muon and the corresponding neutrino the
channel is called dilepton channel. Decays of the W boson to τ with leptonic decay of the
τ are also counted into this channel. Due to the two leptons giving a clear signature the
dilepton final state is the purest of all channels. The branching fraction for this channel
is about 5% only.

τ+lepton The τ+lepton channel contains the final states where one W boson decays into
electron, muon or leptonic decaying τ and the other one decays into a hadronic decaying
τ. The statistics of this channel is very low and the identification of the τ is essential to
distinguish it from the lepton+jets channel.

In Fig. 2.3 all decay channels and the corresponding branching ratios are summarised.

The top quark and the Higgs boson

The large mass of the top quark suggests that it may play an important role in the electroweak
symmetry breaking of the Standard Model. The Yukawa coupling of the Higgs boson to the
top quark is expected to be of order unity.
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Figure 2.5.: The NLO tt̄H cross section (left) and the branching ratio B(H → bb̄) (right)
in NLO including O(α3

s ) contributions as a function of the Higgs mass. The
PDF used for this calculation is CTEQ6M [16], and both the renormalisation
and factorisation scales are set to mt + mH/2 [22].

The associated production of a Higgs boson with a tt̄ pair provides direct access to the Yukawa
coupling of the top quark. Figure 2.4 shows examples of Feynman diagrams for tt̄H produc-
tion. The cross section times branching ratio at the Tevatron as function of the Higgs mass in
NLO QCD calculation is shown in Fig. 2.5.

2.2. Supersymmetry, 2HDM and MSSM

Although the Standard Model of particle physics can explain many phenomena and although
it was possible to predict for example the existence of the top quark, there are indications that
the Standard Model is incomplete.

One imperfection of the Standard Model is the so-called fine-tuning problem [23, 24]. The
Higgs mass receives large quantum corrections from all bosons and fermions it couples to,
for example the ones shown in Fig. 2.6. The fermion or boson loop results in a correction to
the Higgs boson self-energy that is proportional to the cut-off scale Λ and shows a quadratic
divergency. From electroweak fits it is known that the Higgs mass is of the order of 100 GeV.
For a cut-off scale Λ of about the Planck scale ΛP ' 1019 GeV the one-loop corrections to
the squared Higgs mass come out to be by more than 30 orders of magnitude larger than
(100 GeV)2. This discrepancy would require an enormous fine-tuning of the bare Higgs mass,
to get the physical Higgs mass down to O(100 GeV) while having large quantum corrections
many orders of magnitude larger than the physical mass. Loop-corrections to the squared
Higgs mass due to bosons and fermions have opposite signs. By introducing a symmetry
between fermions and bosons the diverging contributions can be systematically cancelled
out. Such a symmetry, relating fermions and bosons, is called Supersymmetry (SuSy).

2.2.1. The Two Higgs Doublet Model

In the Standard Model the Higgs field is chosen as a scalar doublet. This choice is the field
with the minimal number of degrees of freedom needed to induce symmetry breaking in
the electroweak sector. Based on theoretical arguments some general requirements and con-
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Figure 2.6.: One-loop diagrams providing quadratically divergent contributions to the
Higgs mass [23].

straints can be applied on new or extended models. There are two important constraints the
models have to obey [5]:

• The quantity

ρ =
m2

W
m2

Zcos2θW
(2.16)

is constrained very tightly to one by experiments [25]. In case of only Higgs doublets
and additional singlets included in the theory, the tree level value determined by the
Higgs structure is ρ = 1.

• The very tight limits on flavour changing neutral currents (FCNC), which are achieved
by experiments, give a second major constraint on the Higgs model. In case of only one
Higgs doublet this constraint is fulfilled automatically within the theory. In case of more
Higgs doublets the constraint is always fulfilled if all fermions of a given electric charge
couple to one Higgs doublet only [26].

The simplest extension of the Standard Model is the two Higgs Doublet Model (2HDM) where
a second complex doublet is introduced, resulting in four new fields. Each of the two complex
doublets Φ1 and Φ2 has a vacuum expectation value v1 and v2. In the model a total of five
physical Higgs bosons occur: a pair of charged Higgs (H±), two neutral CP-even scalars
(H0 and h0) and a neutral CP-odd scalar (A0). In contrast to the Standard Model with only
one complex doublet field for the Higgs, where one free parameters has to be determined,
the 2HDM has six free parameters, which are the four Higgs masses, the ratio of vacuum
expectation values of both Higgs doublet fields tan β = v2/v1 and an angle α, which is the
phase of the mass matrix for the two CP-even physical Higgs scalars, resulting in the two
physical mass eigenstates h0 and H0. The vev or the sum of the two vev’s is fixed by the W
boson mass: m2

W = g2(v2
1 + v2

2)/2.

The fermion coupling to the Higgs doublets is not fixed by the model. Due to the experimental
constraints the fermion couplings must not allow for flavour changing neutral currents. There
are two main models that satisfy this requirement:

Type I The fermions couple to only one Higgs doublet Φ2 and are completely decoupled
from Φ1.

Type II One of the Higgs doublet, Φ1, couples only to down-type quarks and charged lep-
tons, while the other Higgs doublet Φ2 couples only to up-type quarks and neutrinos.

In Supersymmetry, also in the MSSM, the Type II model of the Higgs-fermion couplings is
required [5, 27].
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2.2.2. Multi Higgs Doublet Models

The symmetry breaking in the electroweak sector is not restricted to one or two Higgs dou-
blets. In general Multi Higgs Doublet Models (MHDM) several Higgs doublets are intro-
duced [28, 29], of which the 2HDM represents the simplest one. In a general MHDM n Higgs
doublets induce the spontaneous symmetry breaking. In total there are 2n neutral and 2n
charged scalar fields. After subtraction of the three degrees of freedom needed for the W±

and Z boson to acquire mass, this leaves 2(n− 1) charged and 2n− 1 neutral physical observ-
able scalars.

The Yukawa couplings to fermions require the introduction of three complex coupling con-
stants for each of the charged scalars, arising from their mixing matrix. The interaction of the
charged scalar with the fermion is proportional to the fermion mass.

The problem of the required absence of flavour changing neutral current, as discussed for the
2HDM, can in general be achieved if all fermions of a given electric charge couple to only one
Higgs doublet.

2.2.3. Supersymmetry

By introducing a new symmetry connecting fermionic and bosonic states Supersymme-
try [23, 24] extends the Standard Model. Each fermionic state turns into a bosonic state under
a Supersymmetric transformation and vice versa. All particles are put into irreducible rep-
resentations called super-multiplets. Each super-multiplet contains fermionic and bosonic
states with the same quantum numbers, i. e. electric charge, colour, isospin and mass, which
are super-partners of each other. Each of the super-multiplets contains the same number of
fermion and boson degrees of freedom. All Standard Model fermions are arranged in chiral
super-multiplets, all gauge bosons in gauge super-multiplets. As the fermions and bosons in
the Standard Model carry different quantum numbers, they can not build each others super-
partners, and new particles have to be introduced.

The names of the Supersymmetric partners of the fermions are constructed by putting an “s”
in front of the fermion name, e. g. quarks have squarks as super-partners. For the super-
partners of the gauge bosons an “ino” is appended to the boson name, e. g. the W has the
super-partner Wino.

So far, no evidence for Supersymmetric particles has been found. Therefore the masses of
the Supersymmetric partners must be heavier than the known particles, thus Supersymmetry
must be a broken symmetry.

MSSM

In the minimal Supersymmetric model only the fields that are required to reproduce all Stan-
dard Model particles and build a consistent theory are contained. Table 2.5 shows the chiral
super-multiplets together with the Higgs particles, Table 2.6 the gauge super-multiplets of the
MSSM.

The Higgs boson belongs to the chiral super-multiplet. In Supersymmetry in general and the
MSSM it turns out that one Higgs chiral super-multiplet is not sufficient. With only one Higgs
super-multiplet a gauge anomaly would occur in the electroweak gauge symmetry.

One of the Higgs doublets (Φ2) has hypercharge Y = 1/2, while the other has hypercharge
Y = −1/2. In Supersymmetric models this leads to the requirement that one Higgs super-
multiplet couples to up-type quarks only, while the other can only couple to down-type
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quarks and charged leptons. This means that the Type II 2HDM Higgs sector, discussed in
section 2.2.1, is realized in the MSSM.

The super-partners in Table 2.5 and 2.6 can be different from the mass eigenstates of the MSSM
theory. Mixing can occur between particles with the same quantum numbers, i. e. between
the electroweak gauginos and the higgsinos, and between the sets of squarks, sleptons and
Higgs scalars with the same electric charge. The gluino is a colour octet fermion and can thus
not mix with anything else, as the SU(3) colour symmetry has to be conserved.

In the MSSM a total of 105 new free parameters (additionally to the 18 free parameters from
SM) are introduced that determine masses, mixing angles and phases of the Supersymmetric
particles [27].

Names spin 0 spin 1/2
left handed quarks and squarks

(
ũLd̃L

)
(uLdL)

right handed quarks and squarks ũR, d̃R uR , dR
left handed leptons and sleptons (ν̃L ẽL) (νLeL)

right handed leptons and sleptons ẽR eR
Higgs, higgsinos Hu

(
H+

u H0
u
) (

H̃+
u H̃0

u
)

Higgs, higgsinos Hd
(

H0
d H−

d

) (
H̃0

d H̃−
d

)
Table 2.5.: Chiral super-multiplets in the MSSM [23]

Names spin 1/2 spin 1
gluino and gluon g̃ g

winos and W boson W̃± W±

zino and Z boson Z̃ Z
photino and photon γ̃ γ

Table 2.6.: Gauge super-multiplets in the MSSM [23]

2.2.4. The charged Higgs

Considering the 2HDM model, in total five physical Higgs bosons are introduced: h0, H0, A0

and H±.

Due to the Supersymmetric structure some constraints on the Higgs sector are imposed by the
model. The Higgs self-interaction, for example, depends on the electroweak gauge coupling.
Therefore the Higgs sector parameters depend only on two free parameters at tree level. One
is usually chosen to be the ratio of vacuum expectation values of both Higgs doublet fields
tan β = v2/v1 and the other the mass mA of the A0 Higgs boson. The tree-level calculation
yields then the following equations [27, 30]:

m2
H± = m2

A + m2
W (2.17)

m2
H0,h0 =

1
2

(
m2

A + m2
Z ±

√
(m2

A + m2
Z)2 − 4m2

Zm2
A cos2 2β

)
(2.18)

cos2 (β− α) =
m2

h0(m2
Z −m2

h0)
(m2

H0 + m2
h0 −m2

Z)(m2
H0 −m2

h0)
(2.19)

Radiative corrections can significantly change the predicted Higgs masses and the couplings.
For example the mass of the h0 depends on the top and the stop mass and the third generation
squark mixing parameters due to radiative corrections.
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Charged Higgs branching ratio and decay For a charged Higgs mass lower than the top
quark mass the branching fraction t → H+b can get large. At leading order the partial decay
width of t → H+b can be written as [5, 31, 32]

Γ(t→H+b) = p(t → H+b) ·
[(

m2
t cot2 β + m2

b tan2 β
)
·
(
m2

t + m2
b −m2

H+

)
+ 4m2

t m2
b
]

(2.20)

with p(t → H+b) being a phase space factor.

The charged Higgs couplings are proportional to the fermion masses of the up- and down-
type fermions. Therefore the charged Higgs predominantly decays into third generation
quarks and leptons. Especially the decays of the charged Higgs boson to cs̄, τ+ν, t∗b̄, W+h0

and W+A0 are considered in the following and other decay modes are neglected. For high
regions of tan β the decay H+ → τ+ν is dominant, while for low tan β the decays H+ → cs̄
and H+ → t∗b̄ prevail, depending on the mass of the charged Higgs boson. Figure 2.7 shows
B(t → H+b) and the branching ratio of the charged Higgs into the particles mentioned above
for various charged Higgs masses. The calculations of the charged Higgs branching ratios
used in this thesis are done with the program CPsuperH [33]. The Figure shows one example
benchmark model from [34].

Within the MSSM, large radiative corrections from SuSy-breaking effects can lead to a sup-
pression of H± → τν compared to H± → cs̄, even for high tan β [35]. Furthermore, in theories
with Multi Higgs Doublet Models (MHDM) [28, 29] a decay of the charged Higgs boson into
quarks only is possible.

In this thesis two models are considered: One where the charged Higgs decays purely tauonic.
This model is also valid in the MSSM for high tan β. The other model assumes a leptophobic
charged Higgs, completely decaying into cs̄.
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Figure 2.7.: Charged Higgs branching ratio (right) and B(t → H+b) (left) for different
charged Higgs masses. The top mass is set to 170 GeV. Benchmark model 4
from [34] is used.



3. Limit setting procedures

Besides the precise measurement of quantities like the top quark pair production cross section,
the goal of many experiments is to look for the presence of new physics. If, for example, the
cross section of a new, so far unknown, process is significantly different from zero, one would
claim a discovery and quote the measured cross section and its uncertainty as the result. In
case the measured cross section is consistent with zero an upper limit on the considered cross
section is quoted as the result.

In general, there are are two problems to be considered. The first problem is the construction
of the interval containing a certain fraction of the expected outcomes of the measurement –
a so-called confidence region or confidence interval – or the degree of belief of a hypothesis
predicting the outcome. The second, related problem is that the quantities of interest often
have physical boundaries, for example a cross section should be non-negative, or a fraction
is defined to lie between zero and one. If the sensitivity of a measurement of such a quantity
is weak or the true value lies close to a physical boundary, the results can end up close or
outside the physical boundaries. On such quantities it is useful to quote limits.

There are two common approaches to construct confidence regions and to set limits: the fre-
quentist and the Bayesian approach [36]. For the former the Feldman-Cousins [37] and the
modified frequentist approach CLS [38] methods are commonly used. The frequentist and
Bayesian approach use different interpretations of the measured quantity, and have different
advantages and disadvantages.

In the Bayesian approach the hypothesis that an event occurs – or a certain value of the pa-
rameter of interest has been measured – is tested, and a measure of the degree of belief of this
hypothesis is introduced. The interpretation of the probability in the frequentists approach is
the relative frequency with which an event occurs when the experiment is repeated under the
same conditions.

Due to the different definitions of limits in the frequentist and Bayesian approach, both can
lead to different numerical results for the limits. For example, if the result is outside the
physical boundary the different approaches can result in different values of the limit.

In this thesis the Feldman-Cousins method is used for the limit setting on the ratio of branch-
ing fractions R and the Bayesian and Feldman-Cousins approach are applied for the limits on
the branching ratio of top quarks to charged Higgs bosons. For the search for Higgs bosons in
the tt̄H channel, also a modified CLS method is used. In the following, all three limit setting
procedures used in this thesis are described briefly.

3.1. Bayesian limit setting

In the Bayesian approach a certain hypothesis is tested. The probability is interpreted as a
measure for the degree of belief of the hypothesis. A posterior probability density p(d(µ)|D)
is constructed, that describes the degree of belief that the parameter of interest µ has a certain
value given the observed data D.

For the construction of the posterior probability density, a likelihood L(D|d(µ,~λ)) is needed,
that gives the probability density to observe a certain number of events D for a given µ.
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d(µ,~λ) is the number of expected events that depends on the parameter of interest µ and other
parameters ~λ – for example acceptance and backgrounds. All parameters and the observed
number of events D, d, µ and~λ can be vectors – like~λ = (λ1, λ2, . . . ) – representing different
channels, different backgrounds and different parameters.

According to Bayes theorem a probability density p(d(µ)|D) can be obtained from L(D|d(µ)).
This means, the likelihood can be used to get the posterior probability density:

p(d(µ)|D) =
∫

L(D|d(µ,~λ)) π(µ,~λ)d~λ∫ ∫
L(D|d(µ,~λ)) π(µ,~λ) dµ d~λ

(3.1)

where π(µ,~λ) is the a priori probability (or prior). The prior contains the input knowledge
about the parameter of interest and the other parameters ~λ. If the knowledge about the pa-
rameter µ and~λ are independent, the prior probability can be factorised as

π(µ,~λ) = π(~λ|µ) · π(µ)

= π(~λ) · π(µ). (3.2)

For a cross section measurement the prior π(µ) is usually chosen as a positive, constant dis-
tribution within the physically allowed region and zero otherwise. Whether a probability
distribution is flat or not depends on the observables, or metric, under study. A prior is met-
ric dependent, i. e. the prior may be flat in p, log p or

√
p for example. Usually it is not clear

how to chose the prior and the dependence of the resulting limit on the choice of the prior
probability distribution has to be studied [39].

The prior probability π(~λ) depends on the auxiliary parameters ~λ – also called nuisance
parameters. The prior of the nuisance parameters is typically modelled as a multivariate
Gaussian. By integrating p(d(µ,~λ)|D) over the nuisance parameters, the dependence on the
parameter of interest, µ, can be calculated as

p(d(µ)|D) =
π(µ)

N

∫
L(D|d(µ,~λ))π(~λ)d~λ , (3.3)

where N is a normalisation factor. Here the factorisation of the prior probability is used
implicitly. Usually a Monte Carlo integration is performed over the nuisance parameters as

p(d(µ)|D) ' 1
N
· π(µ)

M

M

∑
i=1

L(D|d(µ,~λi)) (3.4)

where M is the number of sampling points. For each sampling point, the nuisance parameters
~λi are chosen randomly according to the distribution given by π(~λ).

To obtain a Bayesian upper limit at a given Confidence Level CL (or C.L.) the equation∫ µCL

LB
p(d(µ)|D)dµ = CL (3.5)

has to be solved for µCL, where LB is the lower bound of the physically allowed region. LB is
often zero, for example for limits on cross sections.

3.2. Frequentist limit setting with Feldman Cousins

The frequentists approach uses a different interpretation of the probability compared to the
Bayesian approach. The probability is considered as the relative frequency of an outcome to
occur if the process or experiment is repeated a large number of times.
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Given a certain distribution of measured values x around the true value µ, a X % confidence
interval can be defined. The confidence interval can be constructed in several ways. For
example there are approaches following the Neyman ordering [40]. The approach introduced
by Feldman and Cousins uses a construction called “the likelihood ratio ordering principle”,
which is described in the following.

The limit setting procedure proposed by Feldman and Cousins [37] is a frequentist approach.
It uses a specific method to construct the confidence region. Usually, the decision whether
to quote one-sided limits or two-sided confidence regions is done based on the result from
data. This can introduce a bias on the limit or confidence interval. The main advantage of
the Feldman Cousins approach is that it avoids this so-called “flip-flopping”, which means
that one does not have to decide whether to quote a limit or a two-sided confidence region
depending on the outcome of the measurement. The construction of the confidence level
bands is independent of this prior knowledge.

In general one wants to set limits on a parameter µ by measuring a parameter x. First the
probability density function p (x | µ) has to be determined, which describes the expected dis-
tribution of the measured value x for a given true value of the parameter µ.

For the general frequentist procedure p (x | µ) can be considered to be known precisely for all
physically allowed values of µ. The construction of p (x | µ) in the analyses presented in this
thesis is done by generating a set of ensembles of many simulated datasets (also known as
pseudo datasets) at various µ values. x is determined for each dataset, resulting in a distribu-
tion of x values for each µ. Systematic uncertainties can be incorporated into this procedure
by introducing nuisance parameters that describe systematic variations and varying them in
each simulated dataset [41].

Once the probability density functions are known, the confidence intervals have to be con-
structed. In case of Neyman the X % so-called acceptance region (xd, xu) is constructed by
integrating p (x | µ) over all x values having equal or higher probability than xd and xu. This
is done independently for each µ value.

In the Neyman case p (x | µ) is therefore used for the ordering that determines which area
will be summed up first. Feldman and Cousins propose a different ordering scheme, with the
motivation that the confidence intervals are never unphysical or empty. Instead of starting
with the most probable value they calculate the so-called rlikeli value, which is defined as the
ratio of p (x | µ) and p (x | µbest), where µbest is the parameter value that has the maximal
probability for x:

rlikeli(x) =
p (x | µ)

p (x | µbest)
. (3.6)

The important point here is that µbest is a function of x, and is required to be within the
physically allowed region. The latter automatically implies the physics boundaries on the
confidence level bands, resulting in either two sided or one sided intervals for µ. While the
former would be a measurement of the quantity, one considers the one sided intervals as a
limit.

For the calculation of the acceptance region (xd, xu), the probability density p (x | µ) is
summed up starting with the x value where rlikeli is maximal and continuing with decreasing
rlikeli until the set of x values chosen contains the desired confidence level X.

By definition rlikeli(x) = 1 for µ = µbest and 0 ≤ rlikeli(x) < 1 otherwise. When the experimen-
tal sensitivity, e.g. resolution, is different for different µ’s, the ordering can be very different
from the Neyman ordering. Areas with small probability can be summed up before areas
with higher probabilities are considered.

Given a value xobs observed in the dataset D, all values of µ, for which xobs lies within the
acceptance regions (xd, xu) build the confidence region (µd, µu) for xobs. If µd (µu) is identical
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with the physical boundary, the resulting one sided region builds the upper (lower) limit at
X % confidence level.

3.3. Frequentist limit setting with modified frequentist confidence
levels

Each procedure to determine how well a hypothesis matches to a given dataset relies on a
certain test statistic, as for example a likelihood or χ2. In the modified frequentist scheme
with the CLS method [38], the optimal solution to separate a signal hypothesis (HS), includ-
ing the prediction of signal and background (s+b), and a null hypothesis (H0), including a
background-only (b) prediction, is a likelihood ratio [42]

Q =
p(D|HS)
p(D|H0)

(3.7)

where p(D|HS) and p(D|H0) are the probability densities of the signal (s+b) or null (b) hy-
pothesis to match the data, respectively. The likelihood ratio in Eq. 3.7 is similar to the one in
Eq. 3.6. The difference lies in the denominator, where in case of the likelihood ratio ordering
of Feldman and Cousins the signal plus background hypothesis is used, but for Q only the
background hypothesis. The goal of this method is to compare the probability density in case
of the presence of a signal with the background-only hypothesis. This method is introduced
to reduce the sensitivity to fluctuations in the background-only model.

The test statistics Q can easily be used to find the combined limit of independent channels
by multiplication of all individual test statistics. For the computation a log-likelihood ratio
(LLR) is defined as χ = −2 ln(Q). The LLR is monotonically increasing with the number of
observed events in each channel.

The frequentistic confidence level for the signal hypothesis is given as the probability that the
log-likelihood ratio of the signal hypothesis is less or equal to the one in data (χobs):

CLs+b = Ps+b(χ ≤ χobs) (3.8)

The same quantity is defined for the null hypothesis:

CLb = Pb(χ ≤ χobs) (3.9)

With the confidence levels in Eq. 3.8 and 3.9 the modified frequentist confidence level CLs is
calculated as

CLs = CLs+b/CLb (3.10)

For the limit calculation with the CLs method at DØ, the Collie package is used [42, 43],
which incorporates systematic uncertainties via nuisance parameters. In this package a tech-
nique called profile likelihood technique is build in, in which the “best-fit” model for the data
is determined by adjusting the null (background only) hypothesis in a way that the probabil-
ity density functions are maximised over the space of systematic uncertainties.



4. Fermilab, Tevatron and DØ

In order to study quarks, gluons and leptons and search for particles not seen before very
high energies are necessary. The Fermi National Accelerator Laboratory (FNAL, or Fermilab)
is located in Batavia, west of Chicago. At Fermilab, the Tevatron, a large proton-antiproton
collider with a circumference of 6.4 km, reaches the current world’s highest centre of mass
energy (cms) of

√
s = 1.96 TeV. Two multi-purpose detectors, CDF and DØ, are located at

collision points where the proton and antiproton beams collide.

Fermilab was founded in November 21st 1967. Many fundamental discoveries were made at
Fermilab, like the discovery of the bottom quark in 1977, the discovery of the top quark in
1995 and the first direct observation of the tau neutrino in July 2000.

In 1983 the Tevatron began its operation. The CDF detector saw its first proton-antiproton
collisions in 1985. The DØ detector was build later, and started data taking in 1992, during
the Run I of the Tevatron. Run I lasted from 1992 to 1996 and about 125 pb−1 of integrated
luminosity were collected by CDF and DØ with a cms of 1.8 TeV.

After Run I the detectors and accelerator were upgraded, and in spring 2001 Run II started,
with a cms of 1.96 TeV. The data taking of Run II is expected to end in 2010, with 6 fb−1 to
9 fb−1 of collected data.

4.1. The Tevatron Collider

The Tevatron is the last stage of an accelerator chain for protons and antiprotons and is used
to collect and collide the protons and antiprotons. The whole chain consists of a Cockcroft-
Walton accelerator, a linear accelerator (LINAC), a Booster synchrotron ring, and a Main In-
jector and the Tevatron at the final stage. The antiprotons are produced in an additional
complex. Figure 4.1 shows the accelerator chain schematically.

The whole procedure starts with the ionisation of hydrogen atoms to H−, which are then
accelerated to an energy of 750 keV in the Cockcroft-Walton. In the LINAC the H− are fur-
ther accelerated up to an energy of 400 MeV. After that the electrons are stripped off and the
remaining protons are accelerated to 8 GeV in the Booster and get injected in the Main In-
jector. In order to produce antiprotons the protons are accelerated to 120 GeV in the Main
Injector and are directed from the Main Injector on a nickel target. The antiprotons are then
filtered from the end products with a magnet, and are collected and accelerated to 8 GeV in
the Accumulator. After the collection of enough antiprotons the protons and antiprotons are
accelerated to 150 GeV and go into the Tevatron, where each beam is accelerated to its final
energy of 0.98 TeV. More details on the accelerator chain can be found in [45, 46].

In order to keep the particles on their ideal track a magnetic field of 4.2 T is needed. For this
purpose superconductive dipole magnets are used, which require liquid helium for cooling
to a temperature of 4.2 K.

Protons and antiprotons are accelerated in three trains, each consisting of 12 bunches. The
spacing between each bunch is 396 ns, the spacing between the trains is 7 µs. Each individual
bunch consists of O(1011) protons or O(1010) antiprotons. The bunches of protons and an-
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Figure 4.1.: Accelerator chain [44].

tiprotons are collided at two positions in the accelerator, namely at the detector positions of
CDF and DØ.

Since 2006 the Recycler – located along the ceiling of the Main Injector Tunnel – is in use. It
is used to store and accumulate antiprotons and is more effective than the Accumulator. It
makes it possible to collect more antiprotons for each store, leading to higher luminosities.

4.2. The DØ Detector

The DØ detector, built around one of the bunch crossing points of the Tevatron, is a multi-
purpose detector with the main goal to measure electrons, muons and jets with high precision.
In Fig. 4.2 the side view of the complete DØ detector is shown.

The DØ detector has a length of 20 m, and a height of 13 m. The three main components
are the tracking system, the calorimeter and the muon system, as described in detail in [48–
50]. Additionally there are luminosity monitors and proton detectors (FPD) in the forward
regions.

The coordinate system of the DØ detector is right-handed. The positive z axis points along the
proton beam, the positive x-axis points horizontally inside the Tevatron ring, and the y-axis
upwards. The transverse plane is defined by the x and y-axis. A more useful coordinate sys-
tem than the Cartesian (x, y, z) coordinates is the cylindrical coordinate system with (r, φ, η),
where

r =
√

x2 + y2 (4.1)

φ = arctan
x
y

(4.2)

η = − ln tan(
θ

2
) (4.3)
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Figure 4.2.: Side view of the DØ detector [47].

with θ the azimuthal angle. η is called the pseudo-rapidity and is equal to the rapidity

y =
1
2

ln(
E + pz

E− pz
) (4.4)

for massless particles. Two definitions of η exist at DØ: One is to define η wrt. the centre
of the detector, called detector η or ηdet. All η in this chapter refer to the detector η. The
other definition is called physics η and is defined relative to the primary vertex of the events
and is typically used for reconstructed particles and will be used in the analyses chapters
of this thesis. Due to the distribution of the beams and therefore the possibility of the hard
interaction taking place outside the exact centre of the detector the two definitions are not
identical.

4.2.1. The Tracking System

In the innermost of the detector the tracking system is situated. It consists of the silicon micro-
vertex tracker (SMT) directly at the collision point, and the central fibre tracker (CFT) around
the SMT. The whole tracking system is surrounded by a solenoid magnet with a magnetic
field of 2 T. A schematic view of the tracking system is shown in Fig. 4.3. The magnet with
a length of 2.73 m is cooled with cryostats to ensure superconductivity. Figure 4.4 shows the
solenoid and its magnetic field lines. Both together, cryostat and magnet, form 1.1 radiation
lengths1) of material. The solenoid was designed with the purpose of optimisation of the
momentum resolution δpT/pT and the tracking pattern recognition.

The tracking system has a momentum resolution of

∆pT/GeV = 0.002 (pT/GeV)2. (4.5)

As this resolution is much better than that for the muon system, the tracking system is also
important for the measurement of muons.
1)The radiation length X0 is defined as the distance, in which the energy of a particle is reduced by 1/e due to

radiation loss.
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Figure 4.3.: Schematic picture of the central tracking system [51].

Figure 4.4.: View of the magnetic field inside the DØ detector [50].

The Silicon Microstrip Tracker

The detector component nearest to the interaction point is the silicon microstrip tracker (SMT).
The purpose of the SMT is tracking and the determination of primary and secondary vertices.
Secondary vertices are important for the identification of b-jets.
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Figure 4.5.: The design of discs and barrels in the SMT [50].

The design of the SMT is shown in Fig. 4.5. It consists of six barrels and 16 discs. The main
purpose of the barrel detector is to measure the r–φ coordinate, which is used to determine
the transverse momentum of the track. The discs provide additional information in the r–z
plane, yielding three dimensional information of the track.

Each barrel has four layers of silicon readouts. The silicon modules in the barrels are called
ladders. The first and second layer consist of 12 ladders respectively, while the third and
fourth layer have 24 ladders each. Each layer consists of two sub-layers. The central four
barrels use double-sided double-metal (DSDM) detectors in layer 1 and 3. Layer 2 and 4
in all barrels use a single-sided (SS) technology. In the outermost barrels double-sided (DS)
detectors are used. The DSDM sensors consist of axial and 90◦ stereo strips, while the DS
consists of axial and stereo strips with a stereo angle of 2◦. The SS detectors are axial only.

The discs that intersperse the barrels are the so-called F-discs that consist of twelve double-
sided wedge-detectors. In the forward region two so-called H-discs are placed that provide
tracking information for high |η| up to |η| = 3. The H-discs consist of 24 wedges which are
made of two back-to-back single-sided wedges. The discs are planar modules. The double-
sided F-wedges have an effective stereo angle of 30◦. The two single sided detectors of the
H-wedges form together a double-sided sensor that provides an effective stereo angle of 15◦.

In 2005 a new layer, called layer 0, was installed in the SMT [52]. It is now the layer closest to
the interaction point and fits inside layer 1. With the new layer 0 better vertex resolution can
be achieved.

The Central Fibre Tracker

Around the SMT the central fibre tracker (CFT) is arranged. The CFT covers the region |η| <
1.62 and consists of 76800 scintillating fibers mounted on eight concentric cylinders. The two
innermost cylinders have a length of 1.66 m, the six outer cylinders are 2.52 m long. Every
cylinder consists of a doublet layer of fibers in axial direction (axial layer) and a doublet layer
of fibers with a stereo angle in φ of±3◦ (stereo layer). The stereo layers on the first, third, fifth
and seventh cylinders are oriented in +3◦ direction, the stereo layers on the other cylinders in
the−3◦ direction. The scintillating fibers are coupled to clear fibre waveguides which conduct
the light to visible light photon counters (VLPCs) where the light signal is converted into an
electric signal and is read out. Each fibre has a diameter of 835 µm and is 1.66 m or 2.52 m
long. Only one end of the scintillating fibers is connected to a waveguide. The opposite end
is mirrored with sputtered aluminium coating, which provides reflectivity of about 90%.

A charged particle produces about ten photoelectrons in a fibre. The VLCP have a quantum
efficiency of ≥ 75% and a high gain. They convert each photon to 22000 to 65000 electrons.
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4.2.2. The Preshower Detector

The preshower detector is arranged around the solenoid. It consists of the central preshower
detector (CPS) covering the region |η| < 1.3 and the forward preshower detector (FPS) cov-
ering 1.5 < |η| < 2.5. The FPSs are located at the ends of the calorimeter. The purpose
of the preshower detector is to increase the electron and photon identification as well as the
background rejection.

The CPS is located around a 5.6 mm lead radiator, which corresponds to about one radiation
length. Together with the 0.9X0 thick solenoid it forms at least two radiation length of mate-
rial, increasing to four radiation lengths depending on the angle of the entering particle. The
CPS consists of three layers of scintillator strips, each layer consisting of 1280 strips. Each
strip is read out by two wavelength-shifting (WLS) fibers.

The two FPSs on the north and south side of the detector are mounted on the calorimeter
cryostats. Both detectors consist of two layers of double planes of scintillators, separated by a
11 mm (2X0) thick lead-stainless-steel absorber. The innermost layer is called MIP (minimum
ionizing particle) layer, the outermost layer is called shower layer. In the MIP layer charged
particles passing through the detector deposit minimum ionizing signals. In the shower layer
charged particles and photons produce a shower signal.

4.2.3. The Calorimeter

The purpose of the calorimeter is to identify and to measure the energy of electrons, pho-
tons, jets and missing transverse energy. The calorimeter consists of three parts: The central
calorimeter (CC) and the end calorimeters (EC) on the north (ECN) and south (ECS) side of
the detector, as shown in Fig 4.6. EC and CC are absorber plates made of uranium surrounded
by liquid-argon. Figure 4.7 shows the coverage of the calorimeter as well as the segmentation
of the absorber plates. The CC covers the range |η| < 1 while the ECN and ECS cover the
range up to |η| ' 4. Each of the three calorimeter parts consists of four electromagnetic layers
(EM), forming the innermost calorimeter section, surrounded by three fine and one coarse
hadronic layer. In order to keep the argon at a temperature around 90 K, each calorimeter
part is located within a cryostat.

The absorber plates in the EM and hadronic sections of the calorimeter are different. In the
EM thin plates (3 mm in CC and 4 mm in the EC) of almost pure depleted uranium are used,
while the fine hadronic sections have thin uranium-nobium alloy and the coarse hadronic
contains thick (46.5 mm) copper plates in the CC and stainless steel plates in the EC.

The segmentation of the fine, the coarse hadronic and the first, second and fourth layer of the
electromagnetic calorimeter in the η-φ space is ∆η = 0.1 and ∆φ = 0.1. As the third layer
of the EM calorimeter is located at the electromagnetic shower maximum its segmentation is
twice as fine in η and φ in order to ensure a more precise determination of the EM shower
centroids.

In the central region of η = 0 the thickness of the EM calorimeter is 20.6X0. The hadronic
calorimeter has a thickness of about 6.4 λA

2).

In the EM calorimeter electromagnetic particles are completely absorbed. Hadronic jets start
to shower within the EM, but the showering mainly takes place in the fine and coarse hadronic
calorimeter. This gives the possibility to distinguish electromagnetic and hadronic objects.
Additionally, the form of the shower is different for electromagnetic and hadronic objects.

2)The nuclear interaction length λA is defined as the distance in which the number of initial particles reduces by
a factor of 1/e.
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Figure 4.6.: View of the central and end calorimeters of the DØ detector [50].

Figure 4.7.: Part of the calorimeter [50], showing the segmentation pattern and the cov-
erage in η.

The relative uncertainty on the energy of electromagnetic and hadronic objects in the
calorimeter can be parameterised as

∆E
E

=

√
S2

E/GeV
+

N2

E/GeV2 + C2. (4.6)

where N describes instrumental effects like uranium noise and pedestal subtraction, S de-
scribes fluctuations in the deposition of energy and C stands for uncertainties in the calibra-
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tion. The parameters N, C and S measured from data are listed in table 4.1. In contrast to the
tracking system the energy resolution improves with increasing energy depositions.

Object C S [
√

GeV] N [GeV]
Electrons, Photons 0.041 0.15 0.29

Jets 0.036 1.05 2.13

Table 4.1.: Energy resolution parameters [53, 54]

The Intercryostat Detector

In between the CC and the EC part of the calorimeter the Intercryostat Detector (ICD) is
situated. The gap between CC and EC leads to incomplete coverage in the region 0.8 < |η| <
1.4. The ICD, consisting of scintillating tiles, is attached on the surface of the end cryostats,
and covers the region 1.1 < |η| < 1.4. Furthermore, standard calorimeter readout cells called
massless gaps are added within the central and end cryostats.

The ICD consists of 16 scintillating tiles, each covering ∆η × ∆φ of about 0.3× 0.4. Each tile
consists of 12 sub-tiles covering ∆η × ∆φ of about 0.1× 0.1 each.

4.2.4. The Muon System

The outermost system of the detector is the muon system. Its purpose is to identify and
measure muons. In order to have a stand-alone muon-system momentum measurement, a
toroidal magnet with a magnetic field of 1.8 T is located within the muon system. The mag-
netic field lines are shown in Fig. 4.4.

The muon system consists of two parts: The wide angle muon system or central muon sys-
tem (WAMUS) and the forward muon system (FAMUS). The central muon system covers the
range up to |η| ' 1, the forward muon system covers 1 ≤ |η| ≤ 2. Both systems consist of
three layers, called the A, B and C layers.

In the central muon system all three layers consist of proportional drift tubes (PDTs) and scin-
tillation counters. The A layer is placed directly around the calorimeter. The toroid magnet,
surrounds the A layer, followed by the B and C layer. About 90% of the central region is cov-
ered by at least two layers, while the three layers of the PDTs cover about 55%. Each of the
drift chambers in the B and C layer consists of three decks of drift cells. The PDTs in the A
layer have four decks, except for the bottom A layer which also has three decks. A PDT has
a size of 2.8× 5.6 m2 and is made of an aluminium tube. A typical drift chamber contains 72
(three decks) or 96 (four decks) cells, each cell being 10.1 cm wide. The electronics to read out
the wires is located at the end of each drift chamber.

On the top, sides and bottom of the C layer the scintillation counters are installed. The bottom
ones are called the bottom counters, the rest is called cosmic cap. The cosmic cap and bottom
counters, which provide a fast timing signal, have the purpose to associate muons with a
bunch crossing and help to discriminate against cosmic rays.

Additionally, so-called Aφ scintillation counters are covering the PDTs of the A layer. The
purpose of the Aφ scintillators is to have a fast detector to reject out-of-time backscatter, to
trigger on muons, and to identify muons. The timing resolution of the Aφ counter is about
2 ns.

In the forward muon system mini drift tubes (MDTs) are used instead of the PDTs. It consists
of the end toroidal magnets, the A, B and C layer of MDTs, three layers of scintillators and
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Figure 4.8.: View of the PDTs and MDTs in the muon system [50].

shielding around the beam pipe. The A layer is located inside the toroid, closest to the inter-
action point and consists of four planes of MDTs, which are mounted parallel to the magnetic
field lines. The B and C layer are outside of the toroid and further away from the interaction
region. B and C layer consist of three planes of MDTs each, which are also mounted on field
lines of the magnet.

Each drift tube is made out of eight cells. Each cell covers an area of 9.4 × 9.4 mm2. The
trigger scintillation counters are located outside the A, B and C layer. Each of the layers
of scintillation counters consists of eight parts in φ, each part containing 96 counters. The
scintillators are designed to provide good time resolution.

A view of the PDTs and MDTs in the central and forward muon system is shown in Fig. 4.8.
Figure 4.9 shows the positions of the cosmic cap, the bottom counters, the Aφ scintillators and
the trigger scintillation counters within the muon system.

The toroidal magnet’s purpose is to provide a stand-alone muon-system momentum mea-
surement, in order to allow for low pT cutoffs in the Level 1 muon trigger, to get a better
matching of muons with central detector tracks, to better reject π and K decays and to im-
prove the momentum resolution for muons with high momentum. The polarity of the magnet
is reversed regularly during data taking, in order to avoid systematic errors due to asymme-
tries in the detector.

In order to reduce background due to beam halo interaction in the accelerator tunnel, a shield-
ing is installed in the tunnel. Additionally a shielding with the purpose of suppressing back-
grounds due to proton and antiproton remnants interacting with the quadrupole magnets of
the Tevatron is installed. The position of the shielding at the south side of the detector is
shown in Fig. 4.2. .

4.2.5. The Forward Proton Detector

Protons and antiprotons scattered at small angles of about 1 mrad are measured with the
forward proton detector (FPD). The FPDs are positioned along the beam line. Figure 4.10
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Figure 4.9.: View of the scintillation detectors of the muon system [50].

Figure 4.10.: Location of the forward proton detector [50].

shows the position of the FPDs wrt. the DØ interaction point along the beam axis.

4.2.6. The Luminosity Monitors

In order to measure the Tevatron luminosity at the DØ interaction points, luminosity monitors
(LM) are located at z = 140 cm and z = −140 cm, as shown in Fig. 4.11. The LMs detect
inelastic pp̄ collisions. Each LM consists of an array of 24 plastic scintillation counters. Each
counter is 15 cm long and covers 2.7 < |η| < 4.4. The timing resolution of the scintillators
is about 0.3 ns. The high timing resolution enables the discrimination between particles from
the interaction region and the beam halos. The second purpose of the LM is to measure beam
halo rates and act as fast vertex finder.

Luminosity determination

The inelastic proton-antiproton counting rate is used to determine the instantaneous lumi-
nosity [55–58]

L =
1

σeff

dN
dt

(4.7)
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Figure 4.11.: Location of the luminosity monitors on the z-axis [50].

Figure 4.12.: Delivered and recorded integrated luminosity [60].

with σeff being the effective inelastic cross section measured by the LM. The effective cross
section is derived from the inelastic cross section [59] σinelastic(1.96 TeV) = 60.7 ± 2.4 mb,
but taking into account acceptance effects and the efficiency of the LM detector. In order
to properly distinguish pp̄ interactions from beam halo interactions the z coordinate of the
interaction vertex is calculated from the difference in time-of-flight between the north and
south part of the LM. Beam halo particles have a larger time-of-flight difference than inelastic
pp̄ collisions.

The integrated luminosity is calculated in luminosity blocks. Each luminosity block, which
builds the fundamental unit of time for the luminosity measurement, is indexed by a lumi-
nosity block number (LBN). After each run or store transition (as defined in section 4.2.7) or
after 60 seconds the LBN monotonically increases. The time period is chosen such that for
each LBN the integrated luminosity is approximately constant.

Figure 4.12 shows the delivered and recorded integrated luminosity for DØ from the begin-
ning of Run II up to august 2008. The difference between delivered and recorded luminosity
is caused by data taking efficiencies of about 80− 90%.
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Figure 4.13.: The DØ trigger and data acquisition systems [50].

Figure 4.14.: The DØ L1 and L2 trigger system [50].

4.2.7. The Trigger System and Data Acquisition

At each collision point an interaction takes place every 369 ns, resulting in an average rate for
collisions of about 2.5 MHz. The average rate with which data can be stored and reconstructed
is about 50 Hz. In order to reach this rate it is necessary to preselect interesting events with
the aid of triggers [50, 61, 62].

The DØ trigger system consists of three levels. The Level 1 (L1) trigger is a pure hardware trig-
ger and uses electronic signals from separate detector components. The Level 2 (L2) trigger is
a mixture of hardware and software triggers, which already use reconstructed and identified
objects for the trigger decision. The Level 3 (L3) trigger is a pure software trigger, in which
the event is almost fully reconstructed. Figure 4.13 shows the overview of the DØ trigger and
data acquisition system. In Fig. 4.14 the L1 and L2 triggers and the communication with the
trigger framework are sketched.

Level 1 trigger

The Level 1 trigger, consisting of hardware trigger elements, reduces the trigger acceptance
rate to about 2 kHz. It consists of the calorimeter trigger (L1CAL), central track trigger
(L1CTT) and the muon system trigger (L1Muon).
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Figure 4.15.: Luminosity and rates for store 5245 [63].

The triggers from each system decide if the event is kept or not in 3.5 µs or less. The infor-
mation of each trigger is then gathered together at the trigger framework (TFW) where the
decision is made if the considered event is accepted or not.

Level 2 trigger

The L2 trigger consists of two stages. In the preprocessor stage the information from the
subsystems are collected and the data are analysed to form physics objects. The preproces-
sor stage consists of the Level 2 calorimeter trigger (L2CAL), the preshower detector trigger
(L2PS), the muon system trigger (L2MUO), the SMT trigger (L2STT) and the Level 2 central
track trigger (L2CTT). In the global stage (L2Global) the data from across the subsystems is
combined and physics objects are formed. The decision whether an event is kept or not is
made within 100 µs at Level 2. The L2 trigger reduces the data rate to about 1 kHz.

Level 3 trigger

The purpose of the last trigger stage is to enrich the physics samples and reduce the rate for
data writing on tape to 50 Hz. The Level 3 trigger is a fully programmable software trigger
that performs a simplified event reconstruction, thus the L3 trigger decisions are based on
complete physics objects and relations between them.

Stores, runs, prescales and data acquisition

Stores, runs and prescales When a store begins the instantaneous luminosity and therefore
the interaction rate are high and decrease during the store. In order to keep a constant rate
of 50 Hz, prescales are used, which let only a fraction 1/n of a certain event type pass the L1
trigger in case the trigger condition is fulfilled. Figure 4.15 shows an example for a store to-
gether with the instantaneous luminosity and the L1, L2 and L3 rates. At each run transition,
the trigger configuration and prescale rates can be changed in order to adjust the trigger rates
to the luminosity.
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Data Acquisition Systems The transport of data from the readout crates to the farm nodes
for processing is done by the primary data acquisition system (L3DAQ). The triggering and
data acquisition are controlled by a coordination program (COOR) [64]. The read-out of the
LM is done with a stand-alone DAQ system.



5. Object Identification

Each event recorded by the DØ detector consists of large quantities of electronic signals. Out
of measured energies deposited in the calorimeter, signals of fibers in the tracking system
or in the layers of the muon system and trigger informations, for example, physical objects
have to be reconstructed and identified. For this purpose several high level algorithms were
designed.

In the following sections the reconstruction and identification of tracks, vertices, electrons,
muons, jets and missing transverse energy are described. In the end of the chapter a more
detailed consideration of the identification of b-jets is given.

5.1. Tracks

When a charged particle passes through the detector, it leaves hits in the SMT or CFT. Due to
the magnetic field of the solenoid the charged particle describes a curved trajectory. Clusters
are built from the hits, which are used in the track reconstruction algorithms.

Two different algorithms are used to find tracks from the detector hits [65]. The Histogram
Track Finder (HTF) [66] algorithm and the Alternative Algorithm [67] run sequentially. The
advantage of using two algorithms is the fact that AA is better for low pT, at high impact
parameter and has a lower fake rate than HTF, whereas the HTF algorithm is more efficient
for high pT tracks. After the separate run of both algorithms the track candidates are filtered
with a Kalman Filter algorithm [68].

HTF The Histogram Track Finding algorithm divides the detector into slices in the angle
φ at the interaction point and the track curvature ρ. The slices are thus perpendicular to
the magnetic field. Each pair of hits corresponds to one point in the parameter space (φ, ρ)
represented by a 2D histogram. The idea of the algorithm is now that all pairs of hits on
one track trajectory point to the same value of (φ, ρ). Points from different tracks result in a
randomly distributed background in the parameter space. The HTF algorithm improves this
method using the Hugh transform [66]. Each hit corresponds to a line in the parameter space.
An intersection of different lines corresponds to candidates for tracks.

AA The Alternative Algorithm starts with the combination of any three hits in the SMT.
Each track candidate is then extrapolated to the next SMT or CFT layer, and hits found within
the expected region are associated to the track hypothesis if the increase in χ2 does not exceed
a threshold. In case of multiple tracks fulfilling the hypothesis and the χ2 condition, one
track candidate for each possible hit is formed. Tracks with less than three hits in the SMT
are reconstructed by using the primary vertex candidates found with reconstructed tracks
having at least three hits in the SMT. Any three hits in the CFT are then required to fulfil the
additional condition of the track hypothesis passing near a reconstructed primary vertex.

Combination of HTF and AA and filtering of track candidates After the track finding
procedure a complete set of track candidates from both algorithms are reconstructed. This list
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is passed to the track fitter based on the Kalman filter algorithm [68]. The fitting procedure
uses the DØ interaction propagator [69] that propagates a track in the DØ tracking system. It
includes effects of interactions with detector material and propagates the uncertainties of the
track. By going through the list of candidate tracks, removing ambiguities and refitting the
tracks with the Kalman filter, the final track parameters with their proper uncertainties are
calculated.

5.2. Vertices

The interaction and decay of particles results in a bunch of tracks that originate from one
vertex. The primary vertex (PV) represents the point of the hard interaction. A precise re-
construction of the PV is essential to distinguish the objects from the hard interaction from
underlaying events and to distinguish tracks from the primary and secondary vertex (SV).
The latter are important for the determination of heavy flavour jets.

5.2.1. Primary Vertex

For the reconstruction of the primary vertex the so-called adaptive primary vertex algo-
rithm [70] is applied, which is an extension of the Kalman Filter algorithm that was used
before [71, 72]. The advantage of the adaptive primary vertex algorithm in contrast to the
Kalman Filter is that tracks from secondary vertices, occurring in heavy flavour events, are
down-weighted, reducing the bias on the sample reconstruction [73]. Another improvement
with respect to the older algorithm is in the definition of a SMT fiducial region, which makes
it possible to achieve high vertex reconstruction efficiencies up to high z values.

In the first step of the primary vertex fitting procedure tracks with pT ≥ 0.5 GeV and at least
two SMT hits for tracks within the acceptance region of the SMT, the so-called SMT fiducial
region, are required. Then all tracks that are within 2 cm along the beam axis are clustered
with a z-clustering algorithm. For each of the z-clusters the vertex fitting is performed. After
that all selected tracks within all clusters are fitted into a common vertex with the tear-down
Kalman Filter algorithm, in order to determine the beam spot position. The tear-down algo-
rithm starts by fitting one vertex with all tracks. Then the track contributing the highest χ2 to
the fitted vertex is removed iteratively. This procedure is repeated until χ2/nd f 1) is smaller
than 10.

After the reconstruction of the beam spot the z-clusters are preselected according to their dca
significance, defined as the distance of closest approach (dca, also called impact parameter)
divided by its uncertainty, with respect to the reconstructed beam spot. The clusters are re-
quired to have the dca significance smaller than five.

At this point the reconstruction of the primary vertices starts. The algorithm is based on
a tear-down Kalman filter with the extension that the errors of the contributing tracks are
weighted by a sigmoidal function, according to their χ2 contribution to the vertex. The weight
is calculated as

ωi =
1

1 + e(χ2
i −χ2

cuto f f )/2T
(5.1)

with χ2
i the contribution of track i to the χ2 of the vertex, χcuto f f the distance where the weight

function drops to 0.5 and T the parameter controlling the sharpness of the function. T > 0
allows a track to contribute to both primary and secondary vertex, but with a weight smaller
than one. Only tracks with very small weights (ωi < 10−6) are rejected from the fit, all other

1)ndf: Number of degrees of freedom
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Figure 5.1.: The reconstruction (left) and selection (right) efficiency of the primary ver-
tex in Z → µµ Monte Carlo events versus the z position of the true interac-
tion point.

tracks contribute to the vertex. The fitting procedure is iterated until the weights for all con-
tributing tracks are stable.

With this method a list of primary vertices is reconstructed. In order to distinguish the hard
scatter primary vertex from minimum bias vertices a probabilistic approach is used [72, 74].
The algorithm uses the fact that tracks from minimum bias interaction tend to have smaller
transverse momenta than tracks from the hard interaction. For each track the probability to
origin from a minimum bias vertex is calculated based on a log10 pT distribution. For each ver-
tex the product of the probabilities for all tracks are calculated. The vertex with the smallest
probability to be a minimum bias vertex is chosen as the hard scatter primary vertex.

In order to check whether the adaptive primary vertex algorithm introduces a smaller bias
on heavy flavour samples than the Kalman filter algorithm, the resolution and pull width of
the reconstructed primary vertex in tt̄ events is studied as part of this thesis. The resolution
is defined as the difference of reconstructed and true x, y or z position of the hard interaction.
The pull is defined as the resolution divided by the uncertainty of the reconstructed quantity.
A pull width of the resulting distribution close to one indicates a realistic error estimation of
the reconstruction. As shown in [73] the pull width for the adaptive primary vertex algorithm
is close to one, independent of the heavy flavour content of the considered sample, which is
not achieved with the Kalman filter [72]. The reconstruction and selection efficiencies are
close to 100% and do not show a drop-off for large z due to the definition of the SMT fiducial
region. The reconstruction efficiency, defined as the number of events where at least one
primary vertex was found 2), divided by the number of all events, is shown for an example of
Z → µµ Monte Carlo events in Fig. 5.1 (left). The selection efficiency, defined as the number
of events where the reconstructed hard scatter vertex was found divided by the number of
events with any found reconstructed vertex, is shown in Fig. 5.1 (right) for the example of
Z → µµ Monte Carlo events. Both efficiencies are close to 100% up to high z.

5.2.2. Secondary Vertex

Heavy hadrons traverse typically up to several millimetres in the detector before they decay.
A secondary vertex, displaced from the primary vertex, can thus be used to identify heavy
hadrons and tag b-jets.

2)A vertex was found if it fulfils the requirement that the absolute difference in reconstructed and true z position
is less than 1 cm.
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The reconstruction of secondary vertices [75–78] is based on the Kalman Filter algorithm and
consists of four steps. First track jets are reconstructed [79], then a list of tracks is selected, the
vertex finding is performed and in the end a selection of vertices is done.

Track jets and track selection The reconstruction of track jets has the advantage that the sec-
ondary vertex reconstruction is kept independent from the calorimeter reconstruction. Track
jets are independent of jets from calorimeter noise and not affected by tracker-calorimeter mis-
alignment. Furthermore the tracking system allows for the construction of three dimensional
jets.

The track clustering starts with the construction of z-pre-clusters [75]. All tracks are ordered
in pT, and are added in decreasing order to z-pre-clusters if the distance of closest approach
in z of track and pre-cluster is smaller than 2 cm. After pre-clusters from all tracks are built, a
track selection is performed for each of the clusters. The number of SMT hits has to be at least
one, pT > 0.5 GeV and the distance of closest approach to the nearest vertex is required to
be |dca| < 0.2 cm and zdca < 0.4 cm. For each pre-cluster track jets are formed with a simple
cone algorithm with ∆R = 0.5. A further requirement of the seed track pT > 1 GeV is applied
in order to reduce the number of track jets from the underlying event.

Within each track jet tracks with a large impact parameter significance dca/σdca > 3 are se-
lected [80]. σdca is defined as the uncertainty on the distance of closest approach. Depending
on the version of the b-tagging algorithm (as discussed in section 5.7) the track criteria can
vary.

Vertex reconstruction On each track jet with at least two tracks fulfilling the dca/σdca cri-
terion, the vertex reconstruction algorithm is applied. In contrast to the primary vertex re-
construction a build-up Kalman Filter algorithm is used. This algorithm starts with the con-
struction of seed vertices, by fitting all combinations of pairs of tracks in the track jet. On
each seed vertex additional tracks are attached, if the χ2 contribution to the vertex is below
a tunable threshold. The attachment of tracks to the vertex is repeated iteratively until no
more tracks can be attached. The reconstructed vertices within each track jet are allowed to
share tracks. As the number of vertices per jet is an input for the Neural Network b-tagger
described in more detail in section 5.7, an algorithm is implemented as part of this theses,
where the sharing of tracks is avoided for the secondary vertex reconstruction [81].

An extension of the secondary vertex algorithm is a 2Pass method, that allows first to search
for a vertex with tight criteria that provide vertices of high quality. In case no vertex can
be found a second, looser algorithm runs on the track jet. This has the advantage of high
efficiency and higher quality vertices in case the first pass finds one. The implementation of
the 2Pass method into the SVT framework is part of this thesis, together with the optimisation
of the secondary vertex tagger operating points. More details can be found in [81].

5.3. Electrons

The reconstruction of electrons starts from clusters in the calorimeter. All towers within a
cone of R < 0.2 in the η× φ space around a seed tower belong to a cluster. The pT of the clus-
ter must be larger than 1.5 GeV. The energy deposition for electrons takes place mainly in the
electromagnetic (EM) calorimeter, therefore the fraction of energy EEM in the EM calorimeter
is required to be high. The energy fraction ( fem) of the cluster in the electromagnetic calorime-
ter over the total energy (Etot) in the calorimeter is required to be

fem =
EEM

Etot
> 0.9. (5.2)
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Electrons have to be isolated in η × φ space from surrounding clusters. A second cone with
radius R < 0.4 is defined. Only 15% of the total energy within the cone of R < 0.4 are allowed
to be outside the R < 0.2 cone or to be non-EM energy:

fiso =
Etot(R < 0.4)− EEM(R < 0.2)

EEM(R < 0.2)
< 0.15. (5.3)

Another criterion for the electron reconstruction is the shower development of the cluster
in the calorimeter, which is different from hadronic objects. A 7 × 7 covariance matrix (H-
matrix) that quantifies how similar the shower development of the cluster is to that of an
electron is calculated from seven correlated variables. The variables are the deposited energy
in the four EM layers, the shower energy in the EM calorimeter, the z position of the primary
vertex divided by its uncertainty and the width of the shower in r− φ in the third EM layer.
For the last variable the third EM layer is chosen as it has the finest granularity. The χ2 of the
H-matrix (χ2

hmx7) should be small for electrons, with

χ2
hmx7 < 50. (5.4)

As the electron is a charged particle it leaves a track in the tracking system. At least one recon-
structed track must point to each cluster within the cone ∆η × ∆φ < 0.05× 0.05 around the
cluster in the third EM layer. For this matching χ2

EM−trk is calculated, that includes the differ-
ence in φ and z in the EM3 layer, and also includes the squared significance of the resolution
of the transverse energy of the cluster over the transverse momentum of the track ET/pT

χ2
EM−trk = (

∆φ

σφ
)2 + (

∆z
σz

)2 + (
ET/pT − 1

σET/pT

)2 (5.5)

= χ2
spatial + (

ET/pT − 1
σET/pT

)2. (5.6)

The probability Prob(χ2
EM−trk) is required to be larger than zero.

The criteria described so far define a “loose isolated” electron. A “tight isolated” electron has
to fulfil the criteria of the “loose isolated” electron and additionally the output of an electron
likelihood L7 [82,83] must be at least 0.85. The electron likelihood is designed to discriminate
true electrons from fake electron background processes. Seven variables are used as input for
the electron likelihood: the electromagnetic fraction fem, the H-matrix, ET/pT, the probability
Prob(χ2

spatial), the z position of the distance of closest approach of the matched track to the
primary vertex, the number of tracks within a cone of ∆R = 0.05 around the matched track
and the sum of all track pT’s in a cone of ∆R = 0.4 around, but excluding, the candidate track.

5.4. Muons

The reconstruction of muons uses information from the muon system and the central track-
ing detectors [84], the former delivers unambiguous muon identification, the latter provides
precise momentum resolution and a high efficiency of finding tracks in the whole angular
acceptance region of the muon system. In each of the three layers of the muon system seg-
ments are reconstructed from the layer wire and scintillator hits. The separately reconstructed
segments of the three layers are then matched together and form a “local muon”. Each “lo-
cal muon” that can be matched with a central track is called “central track-matched muon”.
Additionally information from the calorimeter can be used by looking at signatures from min-
imum ionising particles (MIP). The identification of muons with the “Muon Tracking in the
Calorimeter” (MTC) algorithm is still under development. The current efficiency of the MTC
algorithm is about 50%, which is far less efficient than all other muon signatures.
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According to the number of hits and layers in the muon system and the quality of the matched
track of the reconstructed muon, a classification into different muon qualities and track qual-
ities is done [85]. The muons used for this analysis have to have the muon quality “Medi-
umNSeg3” and track quality “medium”, which fulfil the following criteria:

• nseg = 3, which means that the “local muon” must have hits in all three layers of the
muon system, i. e. the innermost A layer and the two outer B and C layers.

• The muon quality “medium”, requiring at least two A layer wire hits, a A layer scintil-
lator hit, at least two wire hits in the combined BC layer and at least one scintillator hit
in the BC layer. In case of muons with less than four BC wire hits the criteria on the BC
scintillator hits does not apply.

• The muon must be matched to a central track.

• The central track match must be of “medium” quality. That means the track must have a
|dca| < 0.02 with respect to the primary vertex if the number of SMT hits is at least one,
or |dca| < 0.2 if no SMT hits were found. The χ2/nd f of the track fit must be smaller
than four.

• A cosmic veto cut is applied. Only muons are used, for which the time of flight between
the hard interaction and the A layer (tA) and the BC layer (tBC) is close to zero: tA <
10 ns and tBC < 10 ns.

In this thesis no muons from heavy hadron decays are specifically considered. Therefore an
isolation cut criterion on the considered muon is applied, that requires a separation of the
muon from jets. The muons passing the described criteria and having a distance in η × φ
space of ∆R > 0.5 are called “loose isolated muons”.

Muons fulfilling additionally the following two criteria are called “tight isolated muons”:

• Rat11 = Halo(0.1, 0.4)/pTµ < 0.08, where pTµ is the transverse momentum of the muon
and Halo(0.1, 0.4) the sum of the transverse energies of all calorimeter clusters within
a hollow cone with inner radius Ri = 0.1 and outer radius Ro = 0.4 around the muon.
For the calorimeter cluster only the fine hadronic and the electromagnetic calorimeter
are considered.

• Rattrk = TrkCone(0.5)/pTµ < 0.06, where TrkCone(0.5) is defined as the sum of the
transverse momenta of all tracks within a cone of radius R = 0.5 around the muon. The
transverse momentum of the muon itself is not included in the sum.

5.5. Jets and Jet Energy Scale

The hadrons in high-energy collisions show a non-isotropic distribution. This behaviour can
be explained by the formation of so-called jets.

A general definition of a jet can be given as “a large amount of hadronic energy in a small
angular region” [86]. The hadronisation of a parton as well as soft gluon radiation cause the
production of hadrons that are concentrated around the flight direction of the original parton
and build a jet. The more energetic the partons are, the tighter the final hadrons concentrate
around the parton flight direction.

For a pp̄ collision jets are formed from partons from the hard interaction, partons from initial
state radiation (ISR) and from beam remnants (beam jets). All partons but the top quark frag-
ment immediately. Therefore the precise study of jets is important to study the observable
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Figure 5.2.: Illustration of infrared sensitivity for cone jets. The arrows represent seed
particles with the length of the arrow proportional to the energy. A soft
radiated parton causes a merging of the jets [87].

kinematics and topology of the final state hadrons in order to study the fundamental proper-
ties of the related partons. To get the final jets that are used in the analyses from calorimeter
or track signals the reconstruction of jets with so-called jet algorithms, the identification of
good jets, the study of the resolution of the jet and the correction of the observed jet energy to
the parton energies is necessary. These four parts are described in the following paragraphs.

5.5.1. Jet reconstruction

The ideal jet reconstruction algorithm has to fulfil certain theoretical and experimental crite-
ria. The theoretical features that have to be fulfilled in order to give meaningful predictions
of the jet algorithm, are

• Infrared safety: The solution of the jet algorithm should not depend on soft radiations,
e. g. soft gluon radiation. Figure 5.2 shows an example of an algorithm that does not
fulfil the requirement of infrared safety.

• Collinear safety: The solution of the jet algorithm should be insensitive to collinear
radiations. Two possible collinear problems are shown in Fig. 5.3. In the first example
the splitting of seed energy between towers does affect jet finding. With a low seed
tower threshold of ET > 1 GeV this problem is solved at DØ. The second example
shows the problem of the algorithm being sensitive to ET ordering of particles. In Fig. 5.3
(right) the hardest parton is split into two almost collinear partons and thus affects the
jet finding.

• Invariance under boost: The interacting partons in hadron-hadron collisions have spec-
tra of longitudinal momenta given by parton distribution functions (PDF). The centre-
of-mass of the parton-parton collision system therefore moves with unknown velocity
along the beam axis. All observables and reconstruction steps of the jet algorithm need
to be lorentz-invariant under a boost along the beam axis.

Furthermore several experimental criteria are desired, like independence of the detector, the
algorithm should minimise the resolution of smearing and angle biases and be independent
of luminosity.

For the reconstruction of jets two different types of jet algorithms exist: the so-called cluster
algorithms [86] and cone algorithms. The cone algorithm in general is based on the idea
of associating all particles that lie within a cone of radius ∆R =

√
(∆η)2 + (∆φ)2 in η × φ

space. At DØ the jet reconstruction is done with the “Improved Legacy Cone Algorithm”
(ILCA, or RunII Cone Algorithm) [87, 88]. In order to better reject calorimeter noise cells and
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Figure 5.3.: Illustration of the collinear sensitivity for cone jets [87]. Left: The produc-
tion of a seed can fail due to the splitting of energy into several calorimeter
towers. Right: The ET ordering of the seeds can cause a collinear problem.

therefore improve the jet energy scale and missing transverse energy resolution, the so-called
T42 algorithm is applied additionally [89].

First the Simple Cone Algorithm [88] forms preclusters from calorimeter towers. From a list
ordered in decreasing pT the lower-ET towers are clustered to higher ET ones in cones with
∆R = 0.3. All towers with ET > 0.5 GeV can act as seeds for the pre-clustering. All preclusters
with ET > 1 GeV and consisting of more than one tower are considered as input to the ILCA
algorithm.

The preclusters are used as seeds for the formation of “proto-jets”. From the list of precluster,
the algorithm uses the highest ET precluster as seed for a new “proto-jet”. Iteratively, all
preclusters within a cone of ∆R = 0.5 are assigned to the “proto-jet” until the ET-weighted
cone centre is found. In order to avoid sensitivity to soft radiation also stable cones around
midpoints of any combination of two “proto-jets” are searched for. Finally a list of “proto-
jets” from preclusters and midpoints is considered in the last step of merging and splitting.
The condition that each precluster is only present in one jet is not fulfilled for the “proto-jets”
formed so-far. All pairs of “proto-jets” with distance in R larger than the cone size but smaller
than twice the cone size are considered. These cones get either split or merged, according to
their overlapping energy. If the overlap is larger than 50% of the cone with lower energy the
jets are merged. In case of smaller overlap the preclusters get assigned to the cone with the
cone axis closer in η × φ space. All jets with ET > 6 GeV are kept for the next step of jet
identification.

5.5.2. Jet identification

In order to distinguish fake jets due to calorimeter noise from physical jets, further quality
criteria are applied to the jet candidates [90].

• The electromagnetic fraction is required to be fem < 0.95. This cut helps to distinguish
jets from electromagnetic particles.

• In order to suppress noise a minimum cut on fem is applied. Due to the detector ge-
ometry including a gap in the EM calorimeter in the ICD region, the minimum elec-
tromagnetic fraction cut is optimised depending on detector η. The jet is required to
have

1. fem > 0.05, or

2. 1.3 > ||ηdet| − 12.5|+ max(0.4× (ση − 0.1)) (ICD region), or
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3. fem > 0.03 and 11.0 < |ηdet| < 14.0 (ICD region), or
4. the electromagnetic fraction is > 0.04 for forward jets with |η| > 2.5.

ση defines the width of the jet in η. The second and third points enable to separate
narrow and wide jets, the former on which no fem cut is applied.

• A cut on the energy fraction fch of the coarse hadronic calorimeter Ech over the total
energy ( fch = Ech

Etot
) is applied in order to remove noise dominated jets. Again the cuts

are optimised depending on the detector geometry

1. fch < 0.4, or
2. fch < 0.6 in the region of 8.5 < |ηdet| < 12.5 where many CH layers but few

material in front of them is present, and n90 < 20, or
3. fch < 0.44 for central jets with |η| < 0.8, or
4. fch < 0.46 for 1.5 < |η| < 2.5, which is the end cap excluding the forward regions.

n90 is defined as the number of calorimeter towers, that represent 90% of the total jet
energy.

• A certain fraction of the jet energy should already be measured in the first trigger step
(L1). The Level 1 ratio is defined as

L1ratio =
pT(from L1 readout)

pT(from precision readout)
[91]. (5.7)

pT(from L1 readout) is the scalar sum of the 100 hottest L1 towers within a cone of
radius ∆R = 0.5, pT(from precision readout) is the vector sum of jet towers excluding
the coarse hadronic layers. The requirement on the Level 1 ratio is

1. L1ratio > 0.5, or
2. L1ratio > 0.35 and pT < 15 GeV in the end cap (|η| > 1.4), or
3. L1ratio > 0.1 and pT < 15 GeV in the forward region with |η| > 3.0, or
4. L1ratio > 0.2 and pT ≥ 15 GeV in the forward region (|η| > 3.0).

5.5.3. Jet energy scale

The total energy of all calorimeter towers within a cone jet does not correspond to the sum of
energy of all particles building the jet. Due to detector effects and the fixed cone radius the
calorimeter jet energy can largely differ from the stable particle jet before interaction with the
detector. The Jet Energy Scale (JES) tries to correct for these differences [92].

The formula for the JES correction can be written as [93]

Eptcl
jet =

Eraw
jet −O

Fη × R× S
(5.8)

with
Eptcl

jet : corrected jet energy

Eraw
jet : uncorrected jet energy
O : offset energy correction
Fη : relative response correction
R : absolute response correction
S : showering correction
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Figure 5.4.: Example plots for offset and relative response corrections [93]. Left: Offset
energy dependent on ηdet for different primary vertex multiplicities. Right:
Example of relative response correction in data.

The individual components of the jet energy scale correction are derived and applied sequen-
tially in the above order. The estimation of the corrections is done separately for data and
Monte Carlo.

Starting from the raw jet energy the offset correction O is subtracted. The offset energy arises
from multiple pp̄ interactions, beam remnants, multiple parton interactions, electronics and
uranium noise in the calorimeter or energy from previous collisions (“pile-up”). The offset
correction is measured with minimum bias events, which are triggered by the luminosity
monitor. The energy density per tower is measured depending on the number of recon-
structed primary vertices in order to include the luminosity dependence in the offset energy
calculation. The energy density within a jet cone ∆R is then defined as the offset energy.
Figure 5.4 (left) shows the offset energy as function of ηdet for different primary vertex multi-
plicities. The offset correction is measured purely from data.

After correcting for the offset the jet energy is divided by the relative response correction Fη .
The relative response correction calibrates the jet energy for the fact that the response of the
calorimeter is not uniform in ηdet. Especially the ICD region and the massless gap detector
region show a different response than CC and EC. For the measurement of Fη the so-called
Missing Transverse Energy Projection Fraction (MPF) method is used. In the MPF method
events of dijet or photon+jets samples with a tag object in the CC and the probe object in the
region to be considered are used. The missing transverse momentum between tag and probe
object can then be used to extract the relative response. Due to differences in the real and
simulated detector, the response determination is done in data and Monte Carlo separately.
Figure 5.4 (right) shows the relative response correction in data. Clear bumps in the ICD
region can be seen.

Once the relative response is determined the absolute response correction R can be measured
and applied to the jet energy. R corrects for example for the difference in calorimeter response
of hadrons and electrons and energy loss in un-instrumented detector regions. The measure-
ment of R is done with the MPF method applied on photon+jet events. Figure 5.5 (left) shows
the absolute response correction as function of jet energy for jets with cone R = 0.7.

The last step is the determination and application of the shower correction S. Due to shower-
ing in the calorimeter or magnetic fields, energy belonging inside (outside) the jet is missing
from (added to) the jet energy. The correction does not account for physical showering, due
to gluon emission for example. S is measured in photon+jet events with exactly one primary
vertex. The ratio between the jet energies at the particle level and the reconstruction level
yield the showering correction. In Fig. 5.5 (right) the showering correction in data is shown.
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The uncertainty on the jet energy scale is one of the dominating systematic uncertainties on
the tt̄ cross section measurement in the l+jets channel. For the simultaneous measurement of
R and the tt̄ cross section, the “preliminary p17 JES” is applied, for the cross section combi-
nation and the search for charged Higgs the “final p17 JES” is available. A large, successful
effort was made to reduce the uncertainties of the jet energy scale. Figure 5.6 shows an ex-
ample for the final total jet energy scale correction depending on η and the uncorrected jet
energy. Especially for small energies and in the ICD region the JES factors can get large. In
Fig. 5.7 the relative uncertainty of the jet energy scale is shown as function of the raw trans-
verse jet energy. The left plot shows the uncertainty for the preliminary, the right one for the
final p17 JES. The uncertainties on the latter are reduced by about a factor of two compared
to the preliminary p17 JES.

In case of reconstructed muons within the jet cone, the jet energy scale has to get a further
correction for the muon and the neutrino energy.
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5.5.4. Jet resolution

The jet energy resolution is derived from data events [94]. The parametrisation is given in
Eq. 4.6 in section 4.2.3.

In order to take into account differences between Monte Carlo and data for jet resolution, jet
reconstruction efficiencies and identification efficiencies, a method called “Jet shifting, smear-
ing and removal” (JSSR) is introduced [95, 96]. JSSR does a re-calibration, smearing and dis-
carding of simulated jets, after which the behaviour is similar to jets in data.

5.6. Missing Transverse Energy

The weak interacting neutrinos traverse the detector without giving rise to any electronic
signal. In the plane transverse to the beam axis the momentum conservation requires total ET
to be zero. The missing transverse energy E/T can be used to identify neutrinos. The x and y
components of E/T are defined as E/x = −pmeas

x and E/y = −pmeas
y [92, 97]. pmeas

x and pmeas
y are

the sum of the x and y components of the momenta for the electromagnetic and fine hadronic
calorimeter, ICD and massless gap cells after removal of noise with the T42 algorithm [89].
The missing transverse energy has to be corrected for three components:

• The jet energy scale correction changes the balance in the transverse plane. On the
electromagnetic objects the JES correction is applied before summation to E/T .

• In case of the presence of muons the missing transverse energy has to be corrected for
their energy. The muon deposits a small amount of its energy in the calorimeter, which
must be subtracted.

• Due to the large noise, the energy in the coarse hadronic calorimeter is not taken into
account in pmeas

x and pmeas
y . The E/T is corrected for coarse hadronic calorimeter energy

belonging to the jets in the event.

5.7. Identification of b-jets

The identification of jets originating from heavy flavour partons is one of the major ingredi-
ents for the analyses in this thesis. Especially for the measurement of the ratio of branching
fractions the identification of b-jets and the related uncertainties are the limiting factor.
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The identification of b-jets relies on two properties that show a good discrimination power
from light jets:

• About 20 % of the b-jets contain a lepton from semileptonic decay of the b quark. The
Soft Lepton Tagger (SLT) relies on muons within jets.

• B hadrons have a relatively long lifetime compared to light hadrons. They travel several
millimetres in the detector before they decay into other partons. The properties of the
tracks from the decay particles as well as the displaced secondary vertex are the basics
for different lifetime b-taggers at DØ: The counting signed impact parameter (CSIP)
tagger, the jet lifetime probability (JLIP) tagger and the secondary vertex tagger (SVT).
Properties from all three lifetime taggers are combined in a neural network (NN) tagger
that shows better performance than each individual tagger.

The lifetime b-taggers rely on information of the tracks. Therefore it is natural to run the b-tag
algorithms on track jets. As the jets used in physics analyses are calorimeter jets, an addi-
tional step is needed, where the track jets are associated to calorimeter jets. Each calorimeter
jet that is matched to a track jet is called taggable. The performance of the b-tagging indepen-
dent from calorimeter jets also has the advantage that the b-tagging is decoupled from noise
effects in the calorimeter. Furthermore, direct performance comparisons between different
b-tag algorithms are possible when considering taggable jets.

More details on taggable jets and the different b-taggers are given in the following sections.

5.7.1. Taggability and Taggability Rate Functions

A jet is defined taggable [79] if at least one track jet (see section 5.2.2) can be matched within
a cone of ∆R ≤ 0.5 to the calorimeter jet. The track jet used for taggability has a cone size of
R = 0.5. All tracks within the track jet must have pT of at least 0.5 GeV, at least one SMT hit,
a distance of closest approach dca < 0.15 cm and the z component of dca smaller than 0.4 cm.

Figure 5.8.: Scheme of region dependence of taggability [98]. For jet 1 the probability
that the jet is taggable is high, while the combination of jet direction and
primary vertex z position causes low probability to be taggable for jet 2.
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Figure 5.9.: Taggability parametrisation for the e+jets data set. The parametrisation is
done separately in six regions of |PVz| and η × PVz.

Due to the requirement to have at least one hit in the SMT, the taggability strongly depends
on the position of the primary vertex and the η of the jet. Figure 5.8 shows a sketch of two
different primary vertex z (PVz) and jet η configurations leading to high and low probability
of the jet to be taggable.

The efficiency for jets to be taggable is different in data and Monte Carlo simulation, due to
tracking inefficiencies and calorimeter noise effects that are not simulated properly. In order
to avoid a bias, taggability is determined on data and the thus calculated parametrisation
is applied on Monte Carlo. For the parametrisation the PVz and jet η dependence is taken
into account and six different Taggability Rate Functions (TaggabilityRFs) for different re-
gions of |PVz| and η × PVz are derived. In each region the probability that a jet is taggable
is parametrised as function of calorimeter jet η and pT. The taggability parametrisation is
derived on the data sample that is used for the analysis in order to avoid sample dependent
biases. Figure 5.9 shows the TaggabilityRF for the e+jets sample, Fig. 5.10 for the µ+jets
sample. A difference between the taggability parametrisation of both samples can be seen
especially in the region of |PVz| < 20 cm, where the TaggabilityRF for e+jets shows dips for
jets directing into the ICD region.
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Figure 5.10.: Taggability parametrisation for the µ+jets data set. The parametrisation
is done separately in six regions of |PVz| and η × PVz.

5.7.2. b-tagger and Tag Rate Functions

In the following paragraphs the different individual b-tag algorithms as well as the Neural
Network tagging algorithm are described briefly. Due to differences in the tagging rate for
data and Monte Carlo simulation, scale factors and Tag Rate Functions (TRF) that parametrise
the b-tag efficiencies per jet have to be derived, as described at the end of this section.

Soft Lepton Tagger The Soft Lepton Tagger (SLT) [99] relies on the fact that B hadrons decay
with about 10.8% probability into muons, while most light hadrons do not decay semilepton-
ically inside the detector. A high pT muon within the jet cone is required in order to declare
the jet as b-tagged. As only a fraction of the b-jets contain a muon the SLT has a low efficiency.

Counting Signed Impact Parameter Tagger The Counting Signed Impact Parameter Tagger
(CSIP) [100] is based on the fact that the charged decay products of B hadrons have an impact
parameter much larger than zero with respect to the primary vertex. Additionally, the sign
of the projection of the vector for the distance of closest approach onto the axis of the jet is
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assigned to the track impact parameter. Tracks from b-jets show larger positive impact param-
eter significance than light jets. Jets with a certain number of tracks with large signed impact
parameter significance are b-tagged. With a cut on pT of the considered tracks, different tag
working points can be defined. With increasing pT a decrease in fake rate and b-tag efficiency
occur. A jet is tagged if it contains at least three tracks with impact parameter significance of
more than two, or two tracks with impact parameter significance greater than three.

Jet Lifetime Probability Tagger Based on the impact parameter information of the tracks
the Jet Lifetime Probability Tagger (JLIP) [101] calculates a probability (jet lifetime probability
Pjet) for each calorimeter jet to be b-tagged. Pjet is the probability that all tracks within the
jet originate from the primary vertex. Different tag working points are defined with different
cuts on Pjet.

Secondary Vertex Tagger The Secondary Vertex Tagger (SVT) [77, 80, 81, 102] is based on a
full reconstruction of the secondary vertex described in section 5.2.2. The secondary vertex
has to fulfil the following requirements:

• The χ2/nd f for each track must be smaller than 15 when being attached to the vertex.

• The χ2/nd f of the vertex must be smaller than 100 in order to ensure a converged fit.

• All tracks must fulfil a minimum quality requirement of at least two SMT hits, and
an impact parameter with respect to the primary vertex in the transverse plane of
|dca| < 0.15 cm and in the longitudinal plane |zdca| < 0.4 cm.

• The maximum decay length in the x− y plane (Lxy) must be smaller than 2.6 cm in order
to remove vertices from long lived particles like Λ or K0

S.

• Collinearity > 0.9. The vertex collinearity is defined as the normalised product of Lxy
and the sum of the momenta of all tracks attached to the vertex. A large collinearity
ensures that the momentum of the secondary vertex points back to the primary vertex.

Besides the common criteria different tag working points of the SVT are defined with addi-
tional criteria listed in Table 5.1. The superloose working point is used as input to the Neural
Network tagger.

All jets with at least one vertex fulfilling the described criteria within the jet cone ∆R < 0.5 are
called b-tagged. Tagged jets with vertices with Lxy > 0.0 are called positive, with Lxy < 0.0
negative. As negative tagged jets originate from mis-reconstruction and resolution effects
they can be used to measure the fake tag rate.

Working Point track pT track dca/σdca track χ2/nd f vertex Lxy/σLxy

Tight > 1.0 GeV ≥ 3.5 ≤ 3.0 ≥ 7.0
Medium > 1.0 GeV ≥ 3.5 ≤ 10.0 ≥ 6.0

Loose > 1.0 GeV ≥ 3.0 ≤ 10.0 ≥ 5.0
Loose_xtrack > 0.5 GeV ≥ 3.0 ≤ 10.0 ≥ 5.0
Superloose > 0.5 GeV ≥ 0.0 ≤ 15.0 ≥ 0.0

Table 5.1.: Tag working points of the secondary vertex tagger [81]

It should be noted that the different working point definitions of the SVT are not strict subsets
of each other. Due to the selection criteria on the tracks that are used for the vertex reconstruc-
tion it is possible, that for example a tight secondary vertex can be found within a jet, but no
superloose.
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Neural Network Tagger The Neural Network Tagger [103, 104] combines properties of the
JLIP, CSIP and SVT into one neural network output variable. The optimisation of input vari-
ables [103] results in the following variables, given in order of their rank:

SV TSL dls The most important input variable to the Neural Network is the decay length
significance dls = Lxy/σLxy of the secondary vertex for the superloose definition. In case
of several secondary vertices within the jet cone the one with the highest decay length
significance is used.

CSIP Comb A weighted combination of the impact parameter significance ips of the tracks.
The combination consists of a sum of the number of tracks with ips > 3, ips > 2, ips < 3
and ips < 2

JLIP Prob The probability Pjet that the jet originates from the primary vertex.

SV TSL χ2/nd f The χ2/nd f of the secondary vertex for the superloose definition.

SV TL Ntracks The number of tracks associated to the secondary vertex with loose definition.

SV TSL Mass The invariant mass of the secondary vertex with superloose definition.

SV TSL Num The number of secondary vertices with superloose definition found within the
jet cone.

Figure 5.11 shows the seven input variables and their performance for bb̄ and QCD Monte
Carlo events as well as for a QCD data sample. The QCD Monte Carlo is dominated by
events containing no b-jets.

The jets fed into the Neural Network have to fulfil a very loose requirement to be considered
as b-tagged, using the most powerful variable from each of the input taggers. Optimisation of
the cuts for the maximum number of b-jets while minimising the number of fake jets results
in cuts on the decay length significance of the superloose secondary vertex SVTSL dls of at
least 2.5, or a JLIP probability smaller than 0.02 or the CSIP combination of at least 8.

By cutting on the output of the Neural Network b-jets get selected with the NN tagger. In
Fig. 5.12 the NN output of bb̄ and QCD Monte Carlo is shown. It can clearly be seen that
the bb̄ sample peaks at an NN output of one, while the QCD sample, dominated by light jets,
tends to yield lower NN values.

Different cuts on the NN output define different tag working points for the NN tagger. Ta-
ble 5.2 shows the cut on the tag working point and the associated operating point name. The
analyses presented in this thesis use exclusively the Neural Network tagger, as it shows the
best performance of all taggers. Figure 5.13 compares the performance of the Neural Network
tagger to the performance of the JLIP tagger. An improved b-tag efficiency versus fake rate
can clearly be seen.

Tag Rate Functions The same problem as for taggability also holds for b-tagging: Due
to insufficient simulation of tracking the b, c and mistag efficiencies in data are not described
when applying the algorithm on Monte Carlo events. Therefore the b, c and mistag efficiencies
have to be derived on data events. The parametrisations done in ET and η of the jet are called
tag rate functions (TRFs). All jets used in the measurement and the application of the TRF are
required to be taggable.

The measurement of the b-jet TRF for data is done using muonic b-jets, which can be identified
by the SLT tagger. Due to the high pT track from the muon, the b-tag efficiency for muonic
b-jets is not expected to be the same as for inclusive b-jets. Therefore a muonic b-jet and an
inclusive b-jet TRF is derived on Monte Carlo.
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Figure 5.11.: Input variables to Neural Network tagger [104].

The measurement of the muonic b-jet TRF in data is done with a method called System8 [104,
105]. A system of eight equations with eight unknowns is constructed, where the number of
tags found by two independent taggers in two samples are used. For the calculation of the
muonic b-jet TRF of the NN tagger, the SLT tagger is chosen as the second tagger.

The muonic b-jet TRF is also derived in a Monte Carlo sample. By dividing the muonic b-jet
TRF in data by the one in MC, a scale factor SFb(ET, η) is calculated. It is assumed that the
scale factor can be applied on muonic and inclusive b-jets. The inclusive b-jet TRF for data is
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Operating Point name NN cut
L6 > 0.1
L5 > 0.15
L4 > 0.2
L3 > 0.25
L2 > 0.325

Loose > 0.45
oldLoose > 0.5
Medium > 0.65

Tight > 0.775
VeryTight > 0.85
UltraTight > 0.9
MegaTight > 0.925

Table 5.2.: Certified tag working points of the Neural Network tagger [104]

obtained by multiplication of the inclusive b-jet TRF on Monte Carlo and the scale factor SFb:

εdata
incl b(ET, η) = εMC

incl b(ET, η) · SFb(ET, η) (5.9)

with εdata
incl b(ET, η) the data b-TRF and εMC

incl b(ET, η) the MC b-TRF.

In order to obtain the inclusive data c-TRF a similar procedure is used. The inclusive c-TRF on
Monte Carlo is derived and multiplied with the scale factor. It is assumed that the difference
in Monte Carlo to data is the same for b- and c-jets, therefore the assumption SFc(ET, η) =
SFb(ET, η) is made. The inclusive c-jet TRF for data is defined as

εdata
incl c(ET, η) = εMC

incl c(ET, η) · SFb(ET, η) (5.10)

The fake or mistag rate is measured differently from the b- and c-TRF, by using negative tags
(NTs). As negative tags of the input taggers originate from mis-reconstruction and resolution
effects, the negative tag result of the NN can be used to measure the NN fake rate. In case all
NN inputs are from negative tags within the jet, the output of the NN is defined as a negative
tag result.

The fake rate derived from negative tags is supposed to be a measure of the mistag rate in
positive tagged jets. Due to long lived light particles and due to contributions from b- and
c-quarks in the negative tagged jets, the negative tag rate (NTR) measured in data alone does
not represent a good approximation for the fake rate. In order to correct the measured NTR
two additional scale factors are calculated: The SFh f , which is the ratio of the light jet to the
total negative tag rate, to correct for the heavy flavour contamination, and SFll , which is the
ratio of the light jet positive tag rate and the light jet negative tag rate, to correct for long lived
light particle decay. Both scale factors are derived on QCD Monte Carlo events, resulting in a
light jet TRF:

εlight(ET, η) = εNT(ET, η) · SFh f (ET, η) · SFll(ET, η) (5.11)

with εNT(ET, η) denoting the NTR measured in data.

Figure 5.14 shows the b-, c- and light jet TRF and their uncertainty band for the medium NN
tag working point. The b- and c-jet TRFs are parametrised in jet ET and η. The fake tag rate
is parametrised separately for the CC, ICD and EC region. Each of the three fake tag rate
parametrisations is a function of ET.
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Figure 5.14.: b-, c- and light TRF for the Medium NN tagger [104].
Top: b-tag efficiency on Monte Carlo and b-TRF parametrised in ET
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parametrised in ET (left) and η (right). Bottom: Fake tag rate parametrised
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5.7.3. Taggability and Tagging corrections

As especially the measurement of the ratio of branching fractions is very sensitive to b-
tagging, two additional corrections that do not belong to the default TaggabilityRFs and TRFs
are taken into account. One correction originates from the fact that the taggability is derived
on a light flavour dominated sample. Due to track pT and track multiplicity differences for
heavy flavour jets compared to light jets a flavour correction on taggability is applied. The
second correction has to be applied on gluon splitting samples like Wbb and Wcc Monte Carlo.
Due to a lower b-quark momentum fraction of the jets from gluon splitting the common TRFs
overestimate the tagging efficiency for low jet pT. Both corrections are described in more
detail in the following paragraphs.

Flavour dependence of taggability In order to correct for the difference of b- and c-jet tag-
gability the ratio of both with respect to light jets has been measured as function of jet pT and
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Figure 5.15.: Taggability flavour dependence corrections, parametrised in jet pT (left)
and η (right) [106]. The red full circles show the ratio of b to light jet tag-
gability, the black open circles the jet taggability ratio for c to light jets
measured in a QCD MC sample.

η in a QCD multijet MC sample [106]. Especially for low pT jets the correction on taggability
is up to 5%, as can be seen in Figure 5.15. The correction for both, the b- and c-jet taggability,
require a similar correction factor. The systematic uncertainty of the flavour dependence cor-
rection is estimated by using Wbb and Wcc MC samples instead of the QCD multijet sample.
The difference between the parametrisations is assigned as uncertainty.

Gluon splitting sample TRF correction Due to differences in the fraction of energy carried
by b-quarks or c-quarks in jets from gluon splitting, the TRFs overshoot the b-tag or c-tag
efficiency. Especially for low pT jets the effect is not negligible. In order to derive a correction
factor the efficiency of direct tagging and application of the TRF on b-jets in a Wbb MC sample
and c-jets in a Wcc MC sample are compared [107]. Direct tagging means that the b-tagger is
applied on MC in the same way as on data. Events with at least one jet with pT > 15 GeV are
used for the study. The correction factor c is then calculated as

c(pT) =
εdir · SFb(ET, η)

εTRF(ET, η) · εtaggability
(5.12)

with εdir the b- (c-)tag efficiency for direct tagging, SFb(ET, η) the scale factor to correct the
tagging efficiency in MC to data, εTRF(ET, η) the b- (c-)tag efficiency from TRF and εtaggability
the efficiency for directly applied taggability. The last factor is applied in order to cancel out
effects due to differences in directly applied taggability and TaggabilityRFs.

Figure 5.16 shows the pT dependent b- and c-tag efficiency for applied direct tagging and TRF
with the medium tag working point on the Wbb and Wcc MC sample as well as the derived
correction factors for b- and c-tag efficiencies. A correction factor smaller than one for low pT
can clearly be seen.

It should be noted that the denominator of c is independent of the choice of b-fragmentation
in the MC sample, whereas the numerator depends on the b-fragmentation. Therefore the cor-
rection factor depends on the chosen fragmentation parameters, as discussed in section 6.3.1.
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Figure 5.16.: Wbb and Wcc TRF correction factors. Upper plots: tag efficiencies; Lower
plots: correction factor. Left: Wbb and b-tagging; Right: Wcc and c-
tagging. More plots can be found in Ref. [107].
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The measurements and searches in the top sector require the simulation of tt̄ signal and back-
ground samples and the comparisons of the prediction with the data. The data samples are
required to fulfil several conditions to ensure good quality. For a realistic description of all
detector effects, the generated samples have to undergo detector simulations and require ad-
ditional Monte Carlo to data correction factors and reweightings. In this chapter the used data
sample, the Monte Carlo simulation and the weights and scale factors are described briefly.

6.1. Data sample

The raw data are reconstructed with the DØ reconstruction software D0reco. All hits, energies
and trigger informations are analysed by D0reco. The tracks, calorimeter clusters and missing
energy are reconstructed with the algorithms described in chapter 5.

For part of this thesis the data collected between August 2002 and December 2005 is used. For
the cross section combination and the charged Higgs part further data are included, covering
the time from August 2002 to April 2006, referred to as full Run IIa dataset. In the following
the trigger requirements, the integrated luminosity for the data sample and the data quality
requirements are presented.

6.1.1. Data Quality

In order to ensure good quality of the data used for analysis a basic data quality selection is
applied. A whole run or luminosity block (see section 4) can be taken out if it is declared as
bad. For each part of the detector, i. e. SMT, CFT, calorimeter and muon system, a run can
be declared as “bad” according to the status during data taking. The information about the
status of the run is stored in the Offline Run Quality Database. All runs are required to have
none of the sub-detector systems declared as “bad”.

Depending on the triggers used for the analysis a list of bad luminosity blocks is created based
on certain calorimeter information that is checked per luminosity block. Events belonging
to the bad luminosity blocks are discarded. Luminosity blocks are declared as bad if, for
example, in about 20 consecutive luminosity blocks the average missing transverse energy is
significantly different from zero. In that case all 20 luminosity blocks are declared as bad.

There are additional calorimeter noise patterns, for which single events are discarded. This
includes for example events, where a ring of energy in φ occurs based on grounding problems,
or where for all crates a synchronous shift in the pedestals occur.

In case of calorimeter noise that occurs on an event-by-event basis, the events get a calorimeter
flag and are removed from the analysis. These events can not be excluded from the luminosity
calculation. Therefore a data quality efficiency correction has to be applied on Monte Carlo
events [108]. A more detailed description of the data quality efficiency correction will be given
at the end of this chapter.
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6.1.2. Trigger

In order to enrich the data sample with events that have jets and at least one lepton in the
final state, electron plus jets (e+jets) and muon plus jets (µ+jets) triggers are required. Differ-
ent trigger requirements lead to slightly different values for the integrated luminosity in the
e+jets and µ+jets channels. Due to an increased instantaneous luminosity and optimisation
of the trigger conditions, the trigger requirements and algorithms have changed during the
time of data taking. The different trigger conditions applied during one period of data taking
are put in so-called trigger lists. More details on the triggers used in this thesis can be found
in [109].

Electron plus jets channel The trigger for the e+jets channel requires at least one electron
and at least two jet candidates. Table 6.1 shows the trigger list version, the corresponding
trigger, and the integrated luminosity for data with good quality. From trigger list version
V8 to V11 the trigger EM15_2JT15 was used, starting from trigger list version V12 the trig-
ger E1_SHT15_2J20, E1_SHT15_2J_J25 or E1_SHT15_2J_J30 is required. All of the trigger lists
require an electromagnetic (EM) object with transverse energy ET larger than a certain thresh-
old between 10 and 20 GeV on Level 1, an EM object with high ET on Level 2 and at least two
jets with ET larger than 15 or 20 GeV on Level 3. The requirements are optimised to enrich
the data with events containing an electron and jets with high momentum, corresponding to
a simplified and very loose selection of tt̄ events in the e+jets channel. More information on
the individual trigger lists are given in Appendix A.

Triggerlist Version Trigger name Integrated luminosity [pb−1]
V8.0 - V9.0 EM15_2JT15 23.49
V9.0 - V10.0 EM15_2JT15 24.96
V10.0 - V11.0 EM15_2JT15 9.81
V11.0 - V12.0 EM15_2JT15 63.40
V12.0 - V13.0 E1_SHT15_2J20 227.80
V13.0 - V13.3 E1_SHT15_2J_J25 55.22
V13.3 - V14.0 E1_SHT15_2J_J30 298.94
V14.0 - V15.0 E1_SHT15_2J_J25 334.20
TOTAL 1037.82

Table 6.1.: Integrated luminosity collected with the e+jets trigger and the trigger list
version. For the full Run IIa dataset.

Table 6.1 lists the dataset from August 2002 to April 2006. For the dataset from August 2002
to December 2005 the same triggers and trigger lists were used. The integrated luminosity for
the latter set is 912.55 pb−1 in the e+jets channel. The breakoff of trigger lists for the subset of
data is shown in Table 8.1 in section 8.

Muon plus jets channel For the µ+jets channel the trigger requirement is at least one muon
and at least one jet candidate. In Table 6.2 the trigger list version, the corresponding trigger,
and the integrated luminosity for data with good quality are listed. From trigger list version
V8 to V11 the trigger MU_JT20_L2M0 was used. For trigger list version V12 ,the trigger
MU_JT25_L2M0 has been applied. In later version the triggers MUJ2_JT25, MUJ2_JT25_LM3,
MUJ2_JT30_LM3, MUJ1_JT25_ILM3 and MUJ1_JT35_LM3 were used. All trigger lists have in
common, that on Level 1 one muon trigger based on scintillator or wires and one calorimeter
jet trigger tower are required to fulfil ET of larger than 3 or 5 GeV (depending on the trigger
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list), a muon with medium quality on Level 2 and at least one jet with high ET on Level 3. A
more detailed description on the individual trigger lists is given in Appendix A.

Triggerlist Version Trigger name Integrated luminosity [pb−1]
V8.0 - V9.0 MU_JT20_L2M0 24.79
V9.0 - V10.0 MU_JT20_L2M0 25.00
V10.0 - V11.0 MU_JT20_L2M0 10.70
V11.0 - V12.0 MU_JT20_L2M0 65.83
V12.0 - V13.0 MU_JT25_L2M0 231.63
V13.0 - V13.2 MUJ2_JT25 31.84
V13.2 - V13.3 MUJ2_JT25_LM3 16.10
V13.3 - V14.0 MUJ2_JT30_LM3 255.94
V14.0 - V14.2 MUJ1_JT25_LM3 0.01
V14.2 - V14.3 MUJ1_JT25_ILM3 21.89
V14.3 - V15.0 MUJ1_JT35_LM3 312.55
TOTAL 996.27

Table 6.2.: Integrated luminosity collected with the µ+jets trigger and the trigger list
version. For the full Run IIa dataset.

For the dataset from August 2002 to December 2005 the same triggers and trigger lists were
used. The integrated luminosity for that set is 871.34 pb−1 in the µ+jets channel. The breakoff
of trigger lists for this subset of data is shown in Table 8.2 in section 8.

6.2. Monte Carlo simulation

In order to study the composition of the data sample, a simulation of the different signal and
background contributions is important. The simulation of different processes in inelastic par-
ticle collisions is done with Monte Carlo event generators. A Monte Carlo generator combines
perturbative theoretical calculations with phenomenological models for different parts of an
event, as described in the following.

Event simulation The simulation of an event in high energy physics can be separated into
different steps. Figure 6.1 shows the scheme of an event in e+e− collisions and the more
complicated structure of an event in pp̄ collisions.

The simulation starts with the hard interaction. Two constituents of the colliding beams in-
teract with each other. The hard interaction is calculated with perturbative quantum field
theory. While in an e+e− collision the initial state is clearly defined by the two leptons, the
initial particles in pp̄ collisions radiate further partons, e. g. gluon radiation from quarks or
gluon self-couplings take place. As can be seen in Fig 6.1, the radiation of gluons from the
hard interacting particles and the colour charged initial state leads to a more complex event
structure in pp̄ than in e+e− collisions.

In the event simulation the radiation of particles from final particles of the hard interaction
is separated from the radiation before the hard interaction. The radiation of photons and
gluons from final particles of the hard interaction is called Final State Radiation (FSR). The
beam particles can radiate photons and gluons before the hard interaction takes place, which
is called Initial State Radiation (ISR). Both ISR and FSR can be calculated perturbatively.
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Figure 6.1.: Schematic picture of an event in e+e− (left) and pp̄ (right) collisions [110].

The initial particles from hard interaction, FSR and ISR radiate further quarks and gluons.
There are different methods for the simulation of this perturbative step, like the parton shower
and the colour dipole ansatz.

Once energies of about 1 GeV are reached, the fragmentation of quarks and gluons into
hadrons takes place. Phenomenological models are necessary for the description of the hadro-
nisation. All models have free parameters that need to be measured in order to properly
describe the fragmentation process. The most commonly used Monte Carlo generators use
either the string fragmentation model as used in PYTHIA [111], or cluster fragmentation, as
realized in the HERWIG event generator [112]. In the last step the instable hadrons decay into
stable final particles that can be identified in the detector.

Monte Carlo generators Different models for the event simulation are combined in differ-
ent Monte Carlo generators. The generation of signal and background events in this thesis is
mainly done with the PYTHIA [113] and ALPGEN [114] event generators. For the generation
of single top quark events the CompHEP-SingleTOP [115] generator is used. The simulation
uses the parton distribution functions at leading order, CTEQ6L1, via the LHAPDF pack-
age [116].

The PYTHIA generator uses the parton showering for the modelling of initial and final state
radiation. The hadronisation is done with a string fragmentation model. In the ALPGEN

event generator only the hard interaction is calculated. The outcome of ALPGEN is put into
PYTHIA where the parton shower and fragmentation are simulated. In ALPGEN extra jets are
calculated with additional Feynman diagrams. As also in a parton shower extra jets can be
created, a mechanism to avoid double counting has to be applied in case PYTHIA and ALPGEN

are combined. In ALPGEN the so-called MLM matching [117] is implemented. For different
parton multiplicities individual samples are generated separately. After the parton shower a
jet cone algorithm is applied to the final partons and the jets are matched to the partons from
the matrix element. In case the jet and parton multiplicity does not match or the assignment
of jets and partons does not work, the event is rejected. In order to take into account the
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relative cross sections for each separately generated parton multiplicity a weight is assigned
to the different events [118].

Detector simulation The Monte Carlo generators simulate charged and neutral particles.
The real data do not contain the particles themselves but objects in the detector, e. g. energy
depositions in the calorimeter. In order to compare generated events to data the simulation
of the Monte Carlo particles with the detector material and the resulting electronic signals is
necessary.

The interaction of the particles with the DØ detector is simulated with D0gstar [119], which
is based on GEANT [120], a software package designed to describe the passage of elementary
particles through matter. With D0gstar the energy depositions in the active detector parts are
determined. The D0gstar output is then passed to D0SIM [121], that simulates the electronic
signals and the pile-up1) of additional minimum bias interactions. Alternatively to the simu-
lation of minimum bias interactions with Monte Carlo, real zero bias2) data can be prepared
with D0Raw2Sim, and then be used as pile-up by D0SIM. In the Monte Carlo used in this
thesis the pile-up comes from real zero bias data. The output of D0SIM is in the same format
as the output from real data. It is then treated by the same reconstruction software as the data
events.

The one thing that is not simulated are the triggers that are used to select the data. The
probability for a trigger to fire is measured in data and parametrised as function of lepton and
jet pT, η or φ. The parametrisations are applied on each Monte Carlo event. The efficiency for
all leptons and jets to pass the trigger conditions is calculated and combined into a probability
for the event to pass the trigger conditions.

More information on the preparation of Monte Carlo events can be found at DØ’s Monte
Carlo web page [122].

6.3. Monte Carlo to Data correction factors and reweightings

The events generated with Monte Carlo and passed through detector simulation do not repro-
duce the data perfectly. Therefore several Monte Carlo correction factors have to be applied.
There are two main types of corrections:

• Corrections of the Monte Carlo: The Monte Carlo generators use leading order matrix
elements for the hard interactions. Higher order corrections can result in differences in
the cross section but also in the shape of the resulting distributions. Moreover, certain
settings for different parameters, for example the parameters used for the fragmentation
model in PYTHIA, can result in different shapes of the sensitive observables, depending
on the setting. Another effect can be that the overlaid zero bias events, that are used to
include effects from pile-up, are depending on the luminosity of the considered data.
All of these effects require a reweighting of the Monte Carlo events according to certain
reference distributions. The normalisation of the number of considered events does not
change due to this class of corrections.

• Corrections of Monte Carlo to Data: Due to imperfect simulation of the tracking system
the efficiency to reconstruct a lepton, for example, is different in data and Monte Carlo
events. A correction factor has to be applied to correct the identification in Monte Carlo
events to reflect the one in data. Additionally, trigger efficiencies are not simulated in

1)pile-up describes the energy from previous bunch crossings that remain in the detector
2)zero bias events are recorded with no trigger requirement
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Monte Carlo. This has to be taken into account by applying a probability to each event
to pass the trigger requirements. The efficiency for each trigger as function of lepton
and jet pT and η or φ is measured in data.

In the following the different correction factors and reweightings that are either used for the
selection efficiency calculation or in order to determine systematic uncertainties are described
briefly. The W+jets heavy flavour scale factor and the reweighting of the b-fragmentation
function will be discussed in more detail as they are part of this thesis.

6.3.1. Reweighting of the b-fragmentation

The description of the fragmentation of b quarks requires the use of non-perturbative models
in the Monte Carlo simulation. The parameters of the models can not be calculated but need to
be tuned to data. Several measurements of the b-fragmentation function have been performed
in the e+e− experiments Aleph [123], Delphi [124], Opal [125] and SLD [126]. All of these
measurements favour a modification of the Lund symmetric fragmentation function [111] for
the fragmentation of heavy quarks, the so-called Bowler fragmentation function [127]:

f (z) ∝
1

z1+rqbm2
q
za
(

1− z
z

)a

exp

(
−
−b(m2

Q + p2
⊥)

z

)
. (6.1)

mQ describes the mass of the B hadron, mq is the constituent mass of the b quark, a, b and rq
describe free parameters of the model and p⊥ is the transverse momentum of the B hadron
relative to the b quark flight direction. The variable z is the fraction of E + plong of the quark,
taken by the heavy hadron. The parameter rq is introduced for each flavour in order to allow
a continuous extrapolation between the Lund (rq = 0) and the Bowler (rq = 1) fragmentation
function.

The hadronisation and particle decay are simulated with the Monte Carlo generator PYTHIA.
The standard DØ Monte Carlo production uses the Bowler function with the PYTHIA default
setting a = 0.3, b = 0.58 and rq = 1 for the fragmentation of heavy quarks. In order to
check and tune the parameters in the simulation to the available measurements, the PYTHIA

generator has been modified to run in e+e− mode with
√

s = 91.25 GeV, but otherwise the
same settings as for the standard Monte Carlo production in DØ are kept. By comparing
the shape of the fragmentation function between the measurements of Aleph, Delphi, Opal
and SLD and the simulation, the fragmentation parameters can be tuned to best match the
given data. As currently no measurement of the b-fragmentation in hadron collider data is
available, the tune to e+e− data gives the best estimate of the fragmentation function.

The fragmentation function is tuned by variation of rb and a, and keeping the difference b− a
fixed to the PYTHIA default value of 0.28. Due to a and b being anti-correlated this choice is
made in order to change the fragmentation of the light quarks as least as possible.

A short description of the tuning of the fragmentation function is given here, more details
can be found in [128, 129]. As a regeneration of all Monte Carlo samples with the tuned
fragmentation parameters is very time consuming, every event is reweighted [130] according
to the ratio of the tuned and default Bowler functions, as described in the following.

Tuning of the Bowler fragmentation function to LEP and SLD data The fragmentation
model is tuned by adjusting the parameters a and rq to the measured distribution of the B-
hadron energy divided by the beam energy xB = 2 · EB/ECM. A model-to-data

χ2 =
Nbin

∑
i=0

(xi,meas
B − xi,gen

B )2

σ(xi,meas
B )2

(6.2)
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Experiment rq a
ALEPH 0.86± 0.02 0.97± 0.13
DELPHI 0.94± 0.03 1.21± 0.24
OPAL 0.90± 0.02 1.03± 0.15
AOD 0.897± 0.013 1.03± 0.08
SLD 0.98± 0.01 1.30± 0.09

Table 6.3.: Fit parameters deduced from the different experimental results for the
Bowler fragmentation model. The uncertainties on rq and a are correlated
due to the simultaneous fit of both quantities. AOD denotes the combined
fit to the results of Aleph, Opal and Delphi.

is calculated for each measured distribution and minimised to determine the optimal rq and
a values. xi,meas

B denotes the measured xB per bin i of the distribution, xi,gen
B the generated xB

value and σ(xi,meas
B ) the uncertainty on xi,meas

B . The sum runs over all bins of the considered
distribution.

Table 6.3 shows the results of rq and a for the tuning of the fragmentation function. AOD
denotes the combined fit to the results of Aleph, Opal and Delphi. The parameters resulting
from the tuning to the LEP experiments are consistent. Although the parameter set obtained
from the SLD data differs, the actual fragmentation functions predicted by PYTHIA agree rea-
sonably. Because of the consistency of the LEP results one parameter set is tuned to the com-
bination of Aleph, Delphi and Opal data, and a separate set is tuned to the SLD data. The
difference between both sets can then be used for the estimation of the systematic uncertainty
induced by the fragmentation modelling on the physics analysis.

Reweighting of the fragmentation function The standard DØ Monte Carlo generated with
PYTHIA is reweighted in order to reach consistency with the tuned fragmentation model. Fig-
ure 6.2 shows the Bowler fragmentation function for the tunes to Aleph, Opal and Delphi
(AOD) and SLD, compared to the PYTHIA default. The tuned functions show a much harder
spectrum than the function with PYTHIA default settings. Each B hadron coming from the
hadronisation process gets a weight according to the ratio of the tuned to the default value of
the fragmentation function at the corresponding value of z.

The fragmentation influences the b-tagging, as for example the pT of the B hadron relative to
the jet has an influence on the secondary vertex reconstruction. In Fig. 6.3 the dependency
of the b-tagging efficiency on the b-fragmentation z is shown. As an example the tight and
super-loose working points (see Table 5.1) of the secondary vertex tagger (SVT) with shared
track removal, as described in [81], are used. A small dependency of the b-tagging efficiency
on the fragmentation z can be seen. For the tight SVT the efficiency increases with increasing
z. For the super-loose SVT the effect shows the opposite behaviour. As a larger z leads to a
higher momentum of the B hadron w.r.t. the b quark, an increasing efficiency for larger z is
expected. The decreasing b-tag efficiency for the super-loose SVT is presumable connected to
the additional fake tracks from the jet carried by the secondary vertex.

6.3.2. W+jets heavy flavour scale factor

The W+jets sample is simulated with ALPGEN, interfaced to PYTHIA for the hadronisation, us-
ing leading order cross sections. The complete set of W+jets events consists of samples with
an additional gluon splitting into light partons (Wlp+jets), c quarks (Wcc+jets) and b quarks
(Wbb+jets). In the next-to-leading order (NLO) and higher perturbative calculations, the rel-
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Figure 6.2.: Bowler fragmentation functions as determined by the different tunings and
the PYTHIA default.

ative contributions of the three samples are different from leading order calculations. In par-
ticular, the Wcc+jets and Wbb+jets contributions are expected to be higher in NLO. As no
reliable NLO calculations exist for these samples, the heavy flavour scale factor, defined as
the relative fraction of W plus heavy flavour (Wcc+jets and Wbb+jets) to Wlp+jets, has to be
measured from data [107].

The lack of heavy flavour contributions to the total background can be seen in a poor agree-
ment of the Monte Carlo prediction to the data. Especially due to the different b-tag probabil-
ities on Wlp+jets, Wcc+jets and Wbb+jets it is possible to measure the W+jets heavy flavour
scale factor in W+jets dominated samples after application of b-tagging.

For the study of the W+jets heavy flavour scale factor the same event selection and treatment
of signal and background as for the measurement of the tt̄ cross section is used. Details about
the selection can be found in Section 7.1. For tt̄ a top mass of 175 GeV and a cross section
of 6.8 pb is assumed. The W+jets ALPGEN samples are produced with DØ release p17.09.06,
where ALPGEN version 2.05 is used. The charged Higgs analysis performed later uses updated
W+jets samples, produced with p17.09.08 and ALPGEN version 2.11 and a new heavy flavour
scale factor needs to be determined, as presented at the end of this section.

Determination of the heavy flavour scale factor In tt̄ analyses the total amount of W+jets
events is determined by subtracting all Monte Carlo backgrounds, the tt̄ signal and the QCD
multijet events from the considered data before application of b-tagging. The number of mul-
tijet events is determined from data with the Matrix Method described in Section 7.2.1.

The total number of expected W+jets events before b-tagging can be written as

Ndata
W+jets = Ndata − Nsignal-like MC − NMultijet (6.3)
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Figure 6.3.: Dependency of the b-tagging efficiency on the z value of the b-
fragmentation function.

Signal like Monte Carlo means tt̄, Diboson, single top and Z+jets contributions. The W+jets
contribution from Monte Carlo itself consists of

NMC
W+jets = NWlp+jets + k · NWcc+jets + k · NWbb+jets (6.4)

where k is defined as the heavy flavour scale factor and is assumed to be the same for Wcc+jets
and Wbb+jets. NMC

W+jets is independent of the data and relies only on Monte Carlo cross sec-
tions.

After requiring events with 0, 1 or 2 b-tags the perfect Data/Monte Carlo agreement is
achieved if

Ndata
W+jets

′
= Ndata

′ − Nsignal like MC
′ − NMultijet

′ (6.5)

where N′ denotes the number of events in each sample with the considered number of b-tags.

The normalisation of W+jets events to data after b-tagging can be achieved by dividing Eq. 6.3
by Eq. 6.4 and replacing Ndata

W+jets
′ in Eq. 6.5 by Ndata

W+jets/NMC
W+jets ·NMC

W+jets
′, where NMC

W+jets
′ is given

by

NMC
W+jets

′
= NWlp+jets

′ + k · NWcc+jets
′ + k · NWbb+jets

′. (6.6)

This changes Eq. 6.5 to

(Ndata − Nsignal like MC − NMultijet) · (NMC
Wlp+jets

′
+ k · NMC

Wcc+jets
′
+ k · NMC

Wbb+jets
′
) =

(Ndata
′ − Nsignal like MC

′ − NMultijet
′) · (NMC

Wlp+jets + k · NMC
Wcc+jets + k · NMC

Wbb+jets). (6.7)
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To simplify the error calculation every sample before b-tagging can be split into two orthogo-
nal samples: the tagged sample (denoted as ′) and the anti-tagged sample (denoted by ′′).

The final formula for the calculation of the heavy flavour scale factor k is

k =
(data′ − X′) ·W ′′ − (data′′ − X′′) ·W ′

(data′′ − X′′) · B′ − (data′ − X′) · B′′
(6.8)

where W (B) is the number of events in Wlp+jets (Wbb+jets and Wcc+jets) samples. X denotes
the number of events in different MC background samples other than W+jets, i. e. multijet
events and the signal-like MC.

Heavy flavour scale factor dependencies The heavy flavour scale factor is studied sepa-
rately in the e+jets and µ+jets channels. For b-jet identification the Neural Net (NN) b-tagging
algorithm (NN tagger) is used [104].

To predict the number of tagged events in simulation the Tag Rate Functions (TRFs) and
TaggabilityRFs are applied.

The Matrix Method used to determine the multijet background contribution requires the
knowledge of the lepton fake rate εqcd and the real lepton efficiency εsignal . More details can
be found in section 7.2.1.

For every jet multiplicity subsample, b-tag subsample and tag working point the heavy
flavour scale factor is calculated according to Eq. 6.8.

As the 3rd and 4th jet multiplicity subsamples are used for top analyses in the l+jets channel,
these samples are avoided when determining the heavy flavour scale factor. For every tag
working point the heavy flavour scale factor is calculated as a weighted mean of the values
measured in the 1st and 2nd jet multiplicity subsamples with 0 b-tags, as these two subsam-
ples give two independent measurements.

The dependency of the heavy flavour scale factor on the output cut of the NN tagger is shown
in Fig. 6.4 for the e+jets and µ+jets final states. For the NN cut > 0.6, corresponding to the
five tightest working points (being Medium, Tight, VeryTight, UltraTight and MegaTight as
listed in Table 5.1 in section 5.7), the behaviour is consistent with a constant. In this region
where the scale factor is stable and fits with a constant value, the heavy flavour scale factor
is determined. For any other tag working point a different scale factor would be needed. As
the calculation in the five tightest tag working points are correlated, the mean value with the
average of the statistical uncertainty of each individual measurement is calculated. The red
line in Fig. 6.4 shows the fit of a constant to the five tightest working points with the error of
the fit. As a pure fit assumes uncorrelated measurements the error band has to be scaled up
to the mean error of all five individual measurements. The green band corresponds to a scale
factor of 1.5± 0.45 that was used before performing the presented study.

The study of the heavy flavour scale factor indicates two features: The heavy flavour scale
factor depends on the choice of the tag working point, and the heavy flavour scale factor
differs in the e+jets and µ+jets channel. As the scale factor should represent the difference
between the ratio of NLO over leading-order calculation for light and heavy flavour Monte
Carlo, no dependence on b-tagging or the final state is expected.

Further studies Several studies are carried out to understand the dependency of the heavy
flavour scale factor on the tag working point and the difference between the e+jets and µ+jets
channels. In particular, the following cases are considered:

• Apply tagging directly to simulated events, to exclude effects due to TRF and taggability
parametrisations.
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Figure 6.4.: Heavy flavour scale factor versus the Neural Net cut value. Green band:
region of 1.5 ± 0.45. Red band: Error from fit. Top (bottom) plot: e+jets
(µ+jets).

• Apply taggability directly and use TRFs to exclude effects from the TaggabilityRFs.

• Change the Z+jets flavour composition, to check the influence of the choice of the Z+jets
heavy flavour scale factor on the W+jets heavy flavour scale factor.

• Use only W+jets and multijet events for the scale factor calculation.

• Study the effect of multijet background on the scale factor by variation of the lepton fake
rate εqcd after b-tagging.

The detailed descriptions of these studies can be found in [107]. None of the studies revealed
the reason for the dependency of the heavy flavour scale factor on b-tag or the final state.
Studies to understand this behaviour are still on-going.
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study e+jets µ+jets
standard approach 1.27± 0.07 1.07± 0.07

εqcd after tagging, up 1.13± 0.07 1.01± 0.06
εqcd after tagging, down 1.34± 0.07 1.08± 0.06
Fit in 1 b-tag subsample 1.24± 0.07 1.05± 0.06

Fit through four tightest NN working points 1.25± 0.08 1.05± 0.08
Wbb and Wcc TRF and Taggability correction 1.36± 0.08 1.16± 0.08

Table 6.4.: Heavy flavour scale factors for various studies

Systematic uncertainties and heavy flavour scale factor For the central value of the heavy
flavour scale factor only the five tightest working points are taken into account, as they are
consistent with a flat factor. For the looser working points the scale factor and probably also
the uncertainties have to be increased. The mean of the fitted values for e+jets and µ+jets is
taken for the central heavy flavour scale factor. The difference of e+jets and µ+jets is assigned
as systematic uncertainty and added linearly instead of quadratically into the combined error.

In Table 6.4 the calculated heavy flavour scale factors for different approaches are shown. The
largest deviation of the channel discrepancy and εqcd variation is taken as systematic error
and added in quadrature. The final heavy flavour scale factor k is

k = 1.17± 0.11 (stat)± 0.1 (syst from channel deviation). (6.9)

The lepton fake rate εqcd is varied by ±20% after b-tagging. The variation of εqcd results in a
variation of k by 0.04 up and 0.11 down, where the deviation from the mean of both channels is
taken. Additionally, the fit of the heavy flavour scale factor is performed using the subsample
with 1 b-tag instead of 0 b-tags, and for only the four tightest working points. Both changes
result in a deviation of k by 0.02 down, respectively. The final result for the W+jets heavy
flavour scale factor with all systematic uncertainties is

k = 1.17± 0.11 (stat)± 0.14 (syst) (6.10)

or

k = 1.17± 0.18 (total), (6.11)

where the error is symmetrised using the largest value for each single source of systematic
uncertainty.

Heavy flavour scale factor with p17.09.08 samples The determination of the heavy flavour
scale factor for W+jets Monte Carlo generated with p17.09.08 is done in the same way. For the
tt̄ signal sample ALPGEN is used, with a top mass of 170 GeV and a tt̄ cross section of 7.91 pb.

Only the new central value of the heavy flavour scale factor, the statistical uncertainty and the
difference between the e+jets and µ+jets final states is recalculated. The relative systematic
uncertainty coming from εqcd and the different fits is taken from Eq. 6.10 and assigned on
the scale factor for the p17.09.08 W+jets Monte Carlo. Figure 6.5 shows the dependency of
the heavy flavour scale factor on the NN tag working point. The W+jets heavy flavour scale
factor for the new samples is

k = 1.93± 0.23 (total). (6.12)

The large difference with respect to the samples used before in this section purely comes from
the different version of ALPGEN for the newly generated Monte Carlo samples.
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Figure 6.5.: Heavy flavour scale factor versus the Neural Net cut value for new W+jets
MC, generated with ALPGEN version 2.11. Green band: region of 1.5± 0.45.
Red band: Error from fit. Top (bottom) plot: e+jets (µ+jets).

6.3.3. Further scale factors and reweightings

Besides the correction factors derived as part of this thesis, several other important reweight-
ing and scale factors have to be applied on the simulated events. The Jet Energy Scale (JES)
correction, jet shifting, smearing and removal (JSSR), corrections on the flavour dependence
of taggability and a correction of b-tag TRFs for gluon splitting samples are described in Sec-
tion 5. Further necessary corrections are electron and muon scale factors, k-factors that refer
to differences in next-to-leading-order and leading-order cross section calculations, the cor-
rection of the selection efficiency for event-by-event data quality decisions, the reweighting of
the luminosity profile and the primary vertex z distribution, the trigger efficiency correction
and the Z pT reweighting. Each of these individual factors will be described briefly in the
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following paragraphs.

Electron and muon scale factors Due to the tracker simulation not being sufficiently mod-
elled to describe the data accurately, the efficiency to reconstruct, identify and select leptons
is higher in Monte Carlo events than in data. The corresponding efficiencies of the leptons are
measured in data [84, 131]. A Monte Carlo to data correction factor is then parametrised as
function of ηdet and φ and applied on the leptons in generated events. The correction factors
lie between about 92% and 101%.

NLO to LO correction factors Samples that are generated with ALPGEN are usually split
into different parton multiplicities. On each event a weight is applied according to the relative
cross section that goes into the generation of the separate parton multiplicities. The leading
order cross sections are used for the weights. To take into account higher order calculations
an overall k-factor that is the fraction of the total NLO cross section over the total LO cross
section is applied on the generated events. The size of the factor varies depending on the
considered sample.

Data quality calorimeter flag correction As described in section 6.1.1 some calorimeter
noise effects only occur in single events, and only these events are declared as bad in data, but
are not excluded from the luminosity calculation. Therefore a correction factor on the selection
efficiencies in Monte Carlo has to be applied. A correction factor of (97.14± 0.003)% [108] was
determined from data triggered with the zero bias trigger, which is expected to be unbiased
by calorimeter noise patterns. A systematic uncertainty of 0.5% is assigned on the correction
factor to account for possible differences between the considered data samples.

Luminosity Profile reweighting The minimum bias interactions used by D0SIM and overlaid
in the Monte Carlo are real zero bias events collected at a certain instantaneous luminosity.
The instantaneous luminosity increased over the years of data taking. The zero bias events
overlaid to Monte Carlo events are recorded up to a certain date, and therefore do not con-
tain events with higher instantaneous luminosity recorded later. Therefore, the profile of the
instantaneous luminosity in data can differ significantly from the one in Monte Carlo. As the
zero bias events are used to reproduce detector and luminosity effects, a good description of
the luminosity profiles in Monte Carlo is required. In order to get the luminosity profiles into
agreement, the profile in the Monte Carlo is reweighted to the one in data. An event weight is
applied, that represents the ratio of the currently considered Monte Carlo sample to the data
used in the analysis. Depending on the Monte Carlo sample, the effect of the difference in
luminosity profile on the event selection can be of the order of a few per cent.

Primary vertex z reweighting In simulated events the z coordinate of the primary vertex
is distributed according to a Gaussian shape, with centre zero and a width of 25 cm. In real
data the shape of the luminosity region and the primary vertex are different, and depend, for
example, on the instantaneous luminosity. In order to get the z vertex distribution between
data and Monte Carlo into agreement an event weight is applied, correcting the z distribution
in Monte Carlo to the shape in the data [132]. Although luminosity profile reweighting and
the primary vertex z reweighting are correlated, the former alone is not sufficient to describe
both effects.

Trigger efficiency correction Due to the missing simulation of the triggers a probability that
an event would pass the used trigger conditions is applied on Monte Carlo samples. From
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unbiased data, efficiency turn-on curves are measured for each of the leptons or jets to fire a
trigger [109]. As the lepton and the jet triggers are independent of each other, the efficiency
parametrisations can be applied independently for the different physics objects and the total
probability is a product of the individual ones. In the analyses presented in this thesis, the
trigger probability per event is of the order of 80− 90%.

Z pT reweighting In Z+jets dominated data samples a discrepancy between the Z pT
distribution in Monte Carlo and data has been observed. In order to correct the ALPGEN

Z+jets Monte Carlo samples for the observed difference, a reweighting procedure was devel-
oped [133]. The Z pT reweighting is derived and applied depending on the jet multiplicity.
As the Z+jets contribution in the l+jets channel is small, the effect of Z pT reweighting does
not affect the results. In the dilepton channel, which is dominated by Z+jets background, the
reweighting is more important.



7. Lepton+jets event selection and sample
composition

In order to enrich the data sample with tt̄ events in the lepton+jets (l+jets) final state, an
event selection is done that employs the specific properties of this final state. In this chapter
the event selection1) requirements, and the signal and background samples considered for the
analyses are presented.

7.1. Event selection

The analyses consider tt̄ → WqWq events, where one W boson decays hadronically, resulting
in two jets in the final state and the other W boson decays leptonically, providing a high pT
isolated charged lepton (electron in the e+jets or muon in the µ+jets channel) and a neutrino.

The undetected neutrino gives rise to a large missing transverse energy, E/T . The signature of
the l+jets channel is therefore one isolated high pT lepton, large E/T from the neutrino, and
four or more jets: two from the hadronic W decay and the other two from the decay of the top
quarks.

The goal of the event selection is to select events having the same signature as the tt̄ final
state under study and thus enhance the signal over background ratio. The main background
after event selection consists of W+jets events. The e+jets and µ+jets channels have similar
event selection requirements. To ensure orthogonality to the dilepton final states events with
a second isolated electron or muon are vetoed.

The event selection in the e+jets and µ+jets channel shares the following requirements:

• Good event quality, as described in section 6.1.1.

• Only events with exactly three or at least four jets with pT ≥ 20 GeV and |ηdet| < 2.5 are
considered. Although the l+jets final state results in four quarks, events with three jets
are not rejected as mis-reconstruction or merging of jets can origin from a process with
more than three quarks.

• The leading jet is required to have pT > 40 GeV. This cut suppresses W+jets background
with minor loss of signal events.

• At least three tracks have to be attached to the primary vertex. Furthermore, the recon-
structed vertex must be within the SMT fiducial region: |zPV | < 60 cm.

Additionally, the following cuts are imposed on the event in the e+jets channel:

• One loosely isolated electron with pT ≥ 20 GeV and |ηdet| < 1.1.

• The electron must come from the primary vertex: |∆z(e, PV)|<1 cm.

1)In this thesis no difference between preselection and event selection is made in the l+jets channel, as no addi-
tional cut after preselection is applied. The b-tag requirements are used to split the events, but not to cut out
more events.
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• For the tight data sample used for the final analysis the electron is required to fulfil the
tight isolation criteria as described in section 5.3.

• In order to ensure orthogonality with the dielectron final state, events with a second
tight isolated electron with pT ≥ 15 GeV and |ηdet| < 2.5 are rejected. Orthogonality
with the electron-muon channel is ensured by vetoing events with a tight isolated muon
with pT > 15 GeV and |ηdet| < 2.0.

• The missing transverse energy must be E/T > 20 GeV.

• A so-called triangle cut is imposed on the event, which cuts out a region in the space of
missing transverse energy and the polar angle between the lepton and the missing trans-
verse energy: ∆φ(e, E/T ) > 0.7 · π − 0.045 · E/T . This cut mainly rejects multijet events
where a jet is mis-reconstructed as an isolated lepton, leading to low E/T and a small
polar angle.

In the µ+jets channel the requirements are:

• At least one loose isolated muon with pT ≥ 20 GeV and |ηdet| < 2.0.

• The muon should originate from the primary vertex: |∆z(µ, PV)| < 1 cm.

• For the tight data sample used for the final analysis the leading muon is required to
fulfil the tight isolation criteria as described in section 5.4.

• In order to reject events from Z → µµ+jets, the invariant mass mµµ of the leading muon
and any other loose muon with pT ≥ 15 GeV and |ηdet| < 2.0 are constructed. If mµµ is
close to the Z peak, i. e. 70 GeV < mµµ < 110 GeV, the event is thrown away.

• Orthogonality with the dimuon channel is ensured by vetoing on events having a sec-
ond muon with pT > 15 GeV, nseg = 3 and medium track quality. The orthogonality
with the electron-muon channel is ensured by rejecting events with a tight isolated elec-
tron with pT ≥ 15 GeV and |ηdet| < 2.5.

• The missing transverse energy has to be large: E/T > 25 GeV.

• The polar angle between the lepton and the missing transverse energy ∆φ(µ, E/T ) is
required to fulfil ∆φ(µ, E/T ) > 2.1− 0.035 · E/T , to reject multijet events.

In order to not contaminate the signal acceptance calculation with fake leptons, semileptonic
(where one W decays to electron, muon or a leptonically decaying tau) or dileptonic (both
W bosons must decay in electron, muon or tau) events are chosen on parton level. The total
selection efficiency is therefore a product of the acceptance from cuts on reconstructed objects
and the branching ratio of the chosen semileptonic or dileptonic decay. Taking the PDG [3]
values, the branching ratios for the semileptonic tt̄ decay in e+jets (B = 0.1721), in µ+jets
(B = 0.17137) and for the dileptonic tt̄ decay (B = 0.10498) can be calculated.

On Monte Carlo samples different reweightings and correction factors as presented in sec-
tion 6.3 have to be applied. As the versions and methods of the reweighting functions and
scale factors are a bit different for the analyses presented in this thesis, the specific factors and
weights are mentioned in the corresponding sections. In Appendix C.2 the cut flow tables
and efficiencies used for the measurement of the ratio of branching fractions R are shown.
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7.2. Sample composition

After the event selection the sample consists of signal and different background contribu-
tions. The signal contribution are tt̄ events, with different decays according to the performed
analysis.

The background can be split into two components:

• instrumental background coming from the QCD multijet production where a jet with
high electromagnetic fraction mimics an electron in the e+jets channel or a muon from
heavy flavour decay within a jet appears isolated in the µ+jets channel;

• physics background originating from processes with a final state similar to the tt̄ signal.

The dominating background in the selected sample arises from W+jets. Other physics back-
grounds taken into account are single top, diboson, Z → ττ production and the Z → µµ
(Z → ee) contribution in the µ+jets (e+jets) channel. The details about the different back-
ground contributions are described in the following.

7.2.1. Instrumental background and its estimation

The contribution of the QCD multijet background is estimated from data using the Matrix
Method. Two samples of events, a loose and a tight set, are needed, where the latter is a
subset of the first. The loose set corresponds to the selected sample without the tight isolation
requirement on the selected lepton.

Calling the number of events with a true isolated lepton, that is originating from physics
backgrounds or tt̄ signal, NW−like, and the number of events with a fake isolated lepton NQCD,
the number of events in the loose sample, n`, and the tight sample, nt, can be written as:

n` = NW−like + NQCD

nt = εsigNW−like + εqcdNQCD . (7.1)

The values for εqcd and εsig, given in Table 7.1, represent the probability for a fake and a real
isolated lepton to pass the tight selection criteria, respectively.

Solving the linear system in Eq. 7.1 for NQCD and NW−like yields:

NW−like =
nt − εqcdn`

εsig − εqcd
and NQCD =

εsign` − nt

εsig − εqcd
. (7.2)

The efficiency εqcd is determined from data [134]. By selecting events with E/T < 10 GeV, but
otherwise the same selection criteria as for the signal sample, the data is enriched in QCD
multijet events. In this data sample no real isolated leptons are assumed to be included. The
ratio of events with a tight isolated lepton over the number of events in the selected sample
with loose isolated leptons yields εqcd.

The efficiency εsig for a true isolated lepton to pass the tight isolation criteria is determined
from Monte Carlo samples with a true isolated lepton in the final state. The efficiency εsig
is determined in the W+jets and tt̄ samples. The final εsig is the mean of both values. Since
the event kinematics of both samples is unlike, the difference of the average and the value
determined purely from W+jets or tt̄ is assigned as systematic uncertainty.

As shown above, the Matrix Method allows to determine the normalisation of the multijet
background. The shape of this background is determined using the sample of events that
passes the loose but fails the tight event selection, referred to as the “loose-tight” sample.
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e+jets µ+jets
εqcd 0.20± 0.02(total) 0.27± 0.05(total)
εsig (= 1 jet) 0.8362± 0.0051(stat)± 0.0353(sys) 0.9147± 0.0056(stat)± 0.0091(sys)
εsig (= 2 jets) 0.8455± 0.0025(stat)± 0.0150(sys) 0.8866± 0.0030(stat)± 0.0068(sys)
εsig (= 3 jets) 0.8480± 0.0026(stat)± 0.0012(sys) 0.8732± 0.0030(stat)± 0.0046(sys)
εsig (≥ 4 jets) 0.8399± 0.0035(stat)± 0.0179(sys) 0.8450± 0.0041(stat)± 0.0218(sys)

Table 7.1.: Efficiency for a fake and real isolated lepton to pass the tight selection crite-
ria.

The performed analyses use b-tagging in order to enrich the data sample with tt̄ events, as
described in section 7.3. To predict the multijet background contribution after b-tagging, the
Matrix Method is applied to the loose and tight samples after b-tagging in the same way as
described for the sample without b-tagging requirement. The determination of the statistical
uncertainty on the multijet background is discussed in detail in [135].

7.2.2. Physics background

Except for W+jets, the contributions of all physics backgrounds to the selected sample are
estimated from Monte Carlo simulation, taking into account the relevant event selection and
b-tagging efficiencies.

The following non-W+jets backgrounds are considered:

Diboson background WW, WZ and ZZ samples generated with PYTHIA using CTEQ6L1
PDFs. These processes are normalised to their next-to-leading order (NLO) cross sec-
tions, calculated with MCFM [136], of 12.0 pb, 3.68 pb and 1.42 pb, respectively. An
uncertainty of 20% on the cross section is assigned, corresponding to half the difference
between the LO and NLO prediction.

Single top production The samples for the single top production through the s- and t-
channels are generated with the COMPHEP single top Monte Carlo generator [115]. The
s-(t-)channel contributions are normalised with the NLO cross sections of 0.88 (1.98) pb.
The uncertainty on the cross section is set to 12.5 %. The top quark mass in the single
top samples is set to 175 GeV. As the single top background only represents a small
contribution to the sample composition, no effects due to top mass dependencies of the
single top background are considered in the analyses.

Z+jets backgrounds Z+jets samples with a Z boson decaying to an electron, muon or tau
pair are simulated with ALPGEN [114]. The Z boson pT reweighting, described in sec-
tion 6.3, is applied in order to achieve agreement of the simulated Z pT distribution
with the data. Additional scale factors are used for the normalisation of the Z+jets
background: the Z+light jets cross section is multiplied by a k-factor and the Z + cc and
Z + bb cross sections need an additional heavy flavour scale factor.

In the following the background contributions from diboson, single top and Z+jets are re-
ferred to as Monte Carlo backgrounds.

For the most important background in the l+jets channel, namely the W+jets background, no
reliable NLO calculation exists. Therefore it is necessary to treat it differently.

The W+jets sample consists of events where one W boson is produced via an electroweak
interaction, together with additional partons from QCD processes. The W+jets samples are
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generated with the ALPGEN event generator, using the CTEQ6L1 parton distribution func-
tions. The parton shower is simulated with PYTHIA.

The complete W+jets sample can be split into three subsamples according to the parton
flavours: Wbb+jets, Wcc+jets and Wlp+jets. The relative contribution of these three classes
of events can not be evaluated based on the cross sections provided by ALPGEN, as it does not
take into account NLO corrections. Especially for Wbb+jets and Wcc+jets the NLO cross sec-
tion is expected to be different from LO. The fractions of Wbb+jets and Wcc+jets are therefore
multiplied by a heavy flavour scale factor of 1.17 ± 0.18 (see section 6.3.2) to achieve good
agreement between the data and background model. The overall normalisation of W+jets
background before b-tagging is obtained in each jet multiplicity bin by subtracting all Monte
Carlo backgrounds and the tt̄ signal from the number of signal-like events NW−like, obtained
from the Matrix Method. The specific formalism is discussed in Appendix B in the context of
the measurement of the ratio of branching fractions R.

7.3. Event b-tag probabilities

In order to enrich the selected samples with tt̄ events and to discriminate top decaying into
heavy and light flavour quarks, b-tagging is used. The Neural Network tagging algorithm
(NN Tagger), described in section 5.7, is applied to split the samples into three classes of
events. In particular, into events with zero, one or at least two b-tagged jets. The number
of background events with zero, one or at least two b-tags are evaluated using simulated
samples. The probabilities to tag a light, c- or b-jet, calibrated to reproduce the corresponding
efficiencies in data, is applied on each jet. These probabilities are parametrised in jet pT and η
and are called Tag Rate Functions (TRFs) (details can be found in section 5.7).

To account for differences in the taggability of b-, c- and light jets, a flavour correction is
applied. Furthermore the standard TRFs, measured using MC processes with no significant
contribution from gluon splitting, are corrected when applied on the Wbb and Wcc samples.

The event b-tagging probabilities are calculated from the per jet b-tagging efficiency
Pjet( f )(pT, η) for a given flavour f by multiplying the probabilities for all jets in the event.
The knowledge that a jet can be either b-tagged or not, and that the sum of the probabilities to
tag zero, one and two or more jets is one, is used to calculate the event b-tagging probabilities.
The probabilities to have no b-tags, exactly one b-tag and at least two b-tags in the event are
determined as:

Ptag
event(n = 0) =

Njets

∏
i=1

(1− Pjet( fi)(pTi, ηi)) , (7.3)

Ptag
event(n = 1) =

Njets

∑
j=1

Pjet( f j)(pT j, ηj)
Njets

∏
i=1;i 6=j

(1− Pjet( fi)(pTi, ηi)) , (7.4)

and

Ptag
event(n ≥ 2) = 1− Ptag

event(n = 0)− Ptag
event(n = 1). (7.5)

In the simultaneous measurement of the top quark pair production cross section and the ratio
of branching fractions R, the event selection efficiency as well as the per event tagging prob-
ability of tt̄ events are functions of the parameter R. For all backgrounds the event tagging
probabilities Ptag

event and the event selection efficiencies are independent of R. More details can
be found in section 8.



8. Simultaneous measurement of the ratio of
branching fractions R and the top pair
production cross section σtt̄

In this chapter a simultaneous measurement of the ratio of branching fractions,
R = B(t → Wb)/B(t → Wq), with q denoting any down-type quark (d, s, or b), and the top
quark pair production cross section σtt̄ in the lepton plus jets channel is presented [137, 138].
A total of 0.9 fb−1 of pp̄ collision data at

√
s = 1.96 TeV, collected with the DØ detector, are

used for the measurement.

In the framework of the Standard Model, the ratio R = B(t → Wb)/B(t → Wq) can be
written as:

R =
B(t → Wb)
B(t → Wq)

=
| Vtb |2

| Vtb |2 + | Vts |2 + | Vtd |2
(8.1)

In case of requiring unitarity the equation can be simplified to R =| Vtb |2.

The CKM matrix element | Vtb | is tightly constrained by unitarity constraints, | Vtb |=
0.9990− 0.9992 [3]. This implies a restriction on R to be in the interval 0.9980-0.9984 at 90%
C.L. [139]. The branching ratio expectations for the CKM-suppressed decays are ∼ 0.1% for
t → Ws and ∼ 0.01% for t → Wd. However, that severe constraint on | Vtb | is based on two
assumptions:

1. there are exactly three generations of quarks,

2. the CKM matrix is unitary.

Without the assumption of three quark generations, | Vtb | is only restricted to be within a
very wide window of | Vtb |= 0.07− 0.9993 at 90% C.L. [139]. The measurement of the ratio R
provides a model-independent way to cross-check the Standard Model expectation of R ∼ 1
as well as the assumption of B(t → Wb) = 1, which is made when measuring the tt̄ pair
production cross section. The simultaneous measurement of R and the tt̄ cross section, in
contrast to the standard measurements of σtt̄, allows to extract the cross section without the
assumption of B(t → Wb) = 1, and to achieve a higher precision on R and σtt̄ by exploiting
their different sensitivity to systematic uncertainties.

The fitted excess of events in the final state lνqJ Jq with respect to non-top standard model
processes is interpreted as tt̄ production. This excess is denoted here as N(tt̄→ lνqJ Jq) with
q being the quark from the top decay and J the jet from W boson decay. With the integrated
luminosity L and the top quark pair production cross section σ(pp̄→ tt̄), it can be expressed
as

N(tt̄ → lνqJ Jq) = (8.2)
L·σ(pp̄→ tt̄) · B2(t→Wq)·2B(W→ lν)B(W→ J J)·ε(tt̄→WqWq→ lνqJ Jq).
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Here ε(tt̄ → WqWq → lνqJ Jq) defines the acceptance for tt̄ →WqWq → lνqJ Jq events. This
yields

σ(pp̄→ tt̄)·B2(t→Wq) =
N(tt̄→ lνqJ Jq)

L · 2B(W→ lν)B(W→ J J)·ε(tt̄→WqWq→ lνqJ Jq)
. (8.3)

Both quantities, σ(pp̄ → tt̄) · B2(t → Wq) and R, are fitted simultaneously to the number of
tt̄ events observed with zero, one or two b-tags in data [138]. In addition to the single and
double b-tagged events, the tt̄ contribution to the events without b-tags is estimated with a
topological discriminant. This information is used as an extra constraint in the final likeli-
hood.

In the following the top quark pair production cross section is called σ(pp̄ → tt̄) · B2(t → Wq)
or σ · B2 if it is simultaneously measured with R, i. e. if no constraint on the top quark decay is
assumed. In accordance to the tt̄ cross section measured with the assumption B(t → Wb) = 1,
it is called σtt̄ if R is fixed to one.

This chapter starts with a description of the implementation of the maximum likelihood pro-
cedure and the template fit. After that the data sample, the variables sensitive to R and the
systematic uncertainties are outlined. Finally, the result will be presented and discussed.

8.1. Likelihood maximisation procedure and template fit

The extraction of σ · B2 and R is done by performing a maximum likelihood fit of the predicted
to the observed number of events in all orthogonal subsamples. The l+jets sample is split into
disjoint subsamples according to lepton flavour (e or µ), jet multiplicity (3 or ≥ 4 jets) and
number of identified b-jets (0, 1 or ≥ 2), resulting in 12 independent data sets. As the num-
ber of observed events in each channel is independent of all other channels, the maximum
likelihood can be constructed as the product of Poisson probabilities for each subsample:

L1 = ∏
i
P(ni, µi(σ · B2, R)) (8.4)

where P(n, µ) defines the Poisson probability to observe n events given the predicted number
of events µ. In the product, i runs over all possible subsamples.

The predicted number of events per channel is the sum of signal and background contribu-
tions. The expected tt̄ signal yield depends on the tt̄ cross section and on the ratio of branching
fractions R. As the W+jets background yield is determined with the Matrix Method before
applying the b-tagging, also the number of W+jets events depends on σ · B2 and R. Therefore,
in every step of the fitting procedure used to extract σ · B2 and R, the number of tt̄ events is
re-determined iteratively, and the number of W+jets background events is re-evaluated.

8.1.1. Handling of the Matrix Method in the maximum likelihood fit

The Matrix Method, described in section 7.2.1, is applied before b-tagging for the determi-
nation of the W+jets background normalisation, and after b-tagging for the determination of
the multijet background in each b-tagged sample. The amount of W+jets background in the
individual b-tag subsamples is then derived by using the calculated amount of W+jets events
before b-tagging, multiplied with the b-tag probability in data. In contrast to W+jets, the QCD
multijet background is calculated with the Matrix Method after b-tagging. Since the number
of events before b-tagging is a sum of the different contributions from 0, 1 and ≥ 2 b-tagged
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samples, the results of the Matrix Methods are correlated. These correlation has to be taken
into account to guarantee a proper error handling.

By writing down the Matrix Method before and after b-tagging, and solving the resulting sys-
tem of equations for the observables in the different b-tag subsamples for the tight (µ1tag

t , µ
1tag
t ,

µ
2tag
t ) and loose-tight (µ0tag

`−t , µ
1tag
`−t , µ

2tag
`−t ) events, the problem of correlations can be resolved.

In Appendix B the full derivation of the separate contributions needed in the maximum like-
lihood function is described. The final formula describe µ

1tag
t , µ

1tag
t and µ

1tag
t , µ

2tag
t as function

of the signal and Monte Carlo background predictions and the parameters µ
0tag
t , µ

0tag
`−t , µ

1tag
`−t ,

µ
2tag
`−t .

After solving the systems of equations, the final formula for the maximum likelihood can be
written as a product of the Poisson constraints for loose minus tight and tight events in the
different b-tag subsamples:

L1 = ∏
i
P(n0tag

t , µ
0tag
t )×P(n1tag

t , µ
1tag
t )×P(n2tag

t , µ
2tag
t ) (8.5)

P(n`−t
0tag, µ

0tag
`−t )×P(n`−t

1tag, µ
1tag
`−t )×P(n2tag

`−t , µ
2tag
`−t )

The index i runs over the electron+3 jets, electron+4 jets, muon+3 jets and muon+4 jets chan-
nels. The number of observed events is denoted as n, in contrast to the number of expected
events µ.

The maximisation of the likelihood function is done using MINUIT [140] and the errors are
determined using the MINOS method [140].

8.1.2. Topological Template fit

In the measurement of R and σ · B2, a topological template in the 0 b-tagged subsample is
included. A short description of the techniques to perform a stand-alone topological template
fit and its inclusion in the maximum likelihood fit is given here. In section 8.4 the construction
of the templates and the physics motivation will be outlined.

Considering the 0 b-tagged sample on its own, a likelihood fit to the distribution of a topolog-
ical discriminant in data can be performed. The topological discriminant can be a likelihood
function or a topological variable that shows separation between the considered signal and
background samples. For this purpose templates in the discriminant for the tt̄ signal and the
W-like and QCD multijet backgrounds have to be determined.

In case of the l+jets channel, the relative fractions of W-like and QCD multijet background are
already measured as a function of the tt̄ cross-section by applying the Matrix Method. This
means, that in a fit the number of tt̄ (Ntt̄

t ) signal, W-like (NW
t ) and multijet (NQCD

t ) background
are allowed to vary in the tight sample, but the relative fractions of W-like and multijet are
constrained by the Matrix Method.

For the stand-alone fit the likelihood is defined in the following way:

L(Ntt̄
t , NW

t , NQCD
t ) =

[
∏

i
P(ni, µi)

]
· P(n`−t, µ`−t) (8.6)

where P(n, µ) denotes the Poisson probability for n observed events given an expectation µ.
The index i runs over the bins of the topological discriminant. The number ni is the observed
number of events in bin i, and µi is the expected number of events. µi is a function of signal
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Ntt̄
t and backgrounds NW

t and NQCD
t :

µi(Ntt̄
t , NW

t , NQCD
t ) = f tt̄

i Ntt̄
t + f W

i NW
t + f QCD

i NQCD
t (8.7)

where f tt̄
i , f W

i , f QCD
i are the fractions in bin i of the tt̄, W and multijet discriminant templates.

The multijet discriminant template is derived from the “loose-tight” sample. This sample has
a contribution from events with real isolated leptons. In order to correct the multijet template
for the contamination from Ntt̄

t and NW
t , Eq. 8.7 is modified to [141]:

µi(Ntt̄
t , NW

t , NQCD
t ) = ( f tt̄

i Ntt̄
t + f W

i NW
t ) ·

(
1−

εqcd

1− εqcd

1− εsig

εsig

)
(8.8)

+ f QCD
i

[
NQCD

t +
εqcd

1− εqcd

1− εsig

εsig
(NW

t + Ntt̄
t )
]

.

The equation for the Matrix Method can be written as:

µ` = Ntt̄
` + NW

` + NQCD
`

µt = εsigNtt̄
` + εsigNW+

` + εqcdNQCD
` (8.9)

As the number of loose events µ` is split into the independent samples µ`−t and µt, the equa-
tion has to be rewritten in order to get uncorrelated samples. By expressing the number
of signal and background events in the tight sample as Ntt̄

t = εsigNtt̄
` , NW

t = εsigNW
` , and

NQCD
t = εqcdNQCD

` , the first equation in Eq. 8.9 becomes:

µ`−t =
1− εsig

εsig
Ntt̄

t +
1− εsig

εsig
NW

t +
1− εqcd

εqcd
NQCD

t (8.10)

Taking the logarithm of Eq. 8.6 and neglecting constant terms yields:

− log L(Ntt̄
t ,NW

t ,NQCD
t ) = ∑

i
−ni log µi+µi−n`−t log µ`−t+µ`−t (8.11)

where µi and µ`−t are functions of Ntt̄
t , NW

t and NQCD
t as given by Eq. 8.7 and 8.10, respec-

tively.

The described likelihood function is implemented in the maximum likelihood fit of σ · B2 and
R. The term P(n0tag

t , µ
0tag
t ) in Eq. 8.5 is replaced by the first term in Eq. 8.6, namely

B

∏
j=1
P(nj, µj) (8.12)

where the index j runs over the bins of the topological discriminant and B is the total number
of bins. The predicted number of events per bin µj is calculated as given in Eq. 8.9, where f tt̄

j
from Eq. 8.19 is inserted.

The final likelihood used for the simultaneous measurement of σ · B2 and R can therefore be
written as

L1 = ∏
i

(
10

∏
j=1
P(nj, µj)i ×P(n1tag

t , µ
1tag
t )i ×P(n2tag

t , µ
2tag
t )i (8.13)

×P(n`−t
0tag, µ

0tag
`−t )i ×P(n`−t

1tag, µ
1tag
`−t )i ×P(n`−t

2tag, µ
2tag
`−t )i

)
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Triggerlist Version Trigger name Integrated luminosity [pb−1]
V8.0 - V9.0 EM15_2JT15 4.86
V9.0 - V10.0 EM15_2JT15 24.73
V10.0 - V11.0 EM15_2JT15 9.81
V11.0 - V12.0 EM15_2JT15 62.82
V12.0 - V13.0 E1_SHT15_2J20 227.14
V13.0 - V13.3 E1_SHT15_2J_J25 54.81
V13.3 - V14.0 E1_SHT15_2J_J30 294.27
V14.0 - V15.0 E1_SHT15_2J_J25 234.11
TOTAL 912.55

Table 8.1.: Integrated luminosity collected with the e+jets trigger and the trigger list
version. For the Run IIa dataset from August 2002 to December 2005.

8.2. Data sample, Monte Carlo samples and predicted yields

The data sample used for the measurement of R and σ · B2 was collected between August 2002
and December 2005, with run numbers 151,817- 213,063. The selection of the data and Monte
Carlo samples is done with the package top_cafe [142]. Tables 8.1 and 8.2 list the trigger
versions and the integrated luminosity. Details about the triggers are given in section 6.

The simulation of the tt̄ signal samples with various decays of the top quark is done with
PYTHIA v6.323 [113]. The Parton Distribution Function is set to CTEQ6L1, the factorisation
scale is set to m2

t + ∑ p2
T(jets). The different decays of the tt̄ system, namely tt̄ → WbWb̄, tt̄ →

WbWq̄l and tt̄ → WqlWq̄l , with ql being a light s- or d-quark, are generated simultaneously. In
the simulation, the probability for top quarks to decay to b, s and d quarks is set to equal values
of 33.3̄ %. After the simulation, the events are separated into tt̄ → WbWb̄, tt̄ → WbWq̄l and
tt̄ → WqlWq̄l subsamples using the Monte Carlo truth information of the top-decay products.
All events are passed through a full DØ detector simulation and overlaid with zero-bias data.
Due to the small probability to get tt̄ → WbWb̄ decays when setting all branching fractions
to the same value, the standard tt̄ sample, where B(t → Wb) is set to 100%, is used for
this particular decay channel. To evaluate the dependence of the signal acceptance on the
top quark mass tt̄ samples generated at top quark masses of 165, 170, 175 and 180 GeV are
studied.

The various instrumental and physics backgrounds are discussed in detail in section 7.2. The
tight data sample and the number of multijet events Nqcd, together with the number of W-like
events NW−like, calculated from the Matrix Method, are shown in Table 8.3.

The different physics backgrounds and the used cross sections and scale factors are discussed
in section 7.2.2. Additionally, for the Z+jets background, the Z+light jets cross section is mul-
tiplied by a factor of 1.23 and the Zcc and Zbb cross sections by a factor of 1.66, corresponding
to the product of the k-factor of 1.23 and an additional heavy flavour scale factor of 1.35 [143].
A relative uncertainty of 50 % is assigned on the heavy flavour scale factor and 15 % on the
light scale factor for the Z+jets background.

The b-tagging is done with the medium NN tagger. A looser b-tag working point is avoided
due to the dependence of the W+jets heavy flavour scale factor. The performance of the
measurement with tighter working points has been checked on pseudo-experiments without
systematic uncertainties included. The statistical uncertainty on the fitted σ · B2 and R come
out similar for the medium and tight working point. As the medium NN working point
shows a smaller uncertainties and has been chosen by other measurements, it is chosen for
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Triggerlist Version Trigger name Integrated luminosity [pb−1]
V8.0 - V9.0 MU_JT20_L2M0 5.64
V9.0 - V10.0 MU_JT20_L2M0 24.77
V10.0 - V11.0 MU_JT20_L2M0 10.70
V11.0 - V12.0 MU_JT20_L2M0 65.24
V12.0 - V13.0 MU_JT25_L2M0 230.93
V13.0 - V13.2 MUJ2_JT25 31.43
V13.2 - V13.3 MUJ2_JT25_LM3 16.10
V13.3 - V14.0 MUJ2_JT30_LM3 252.17
V14.0 - V14.2 MUJ1_JT25_LM3 0.01
V14.2 - V14.3 MUJ1_JT25_ILM3 20.84
V14.3 - V15.0 MUJ1_JT35_LM3 213.51
TOTAL 871.34

Table 8.2.: Integrated luminosity collected with the µ+jets trigger and the trigger list
version. For the Run IIa dataset from August 2002 to December 2005.

jets Channel n` nt Nqcd NW−like
= 3 e+jets 2592 1300 277.17± 37.52 1022.85± 53.20

µ+jets 1389 1120 41.57± 13.35 1078.40± 37.75
≥ 4 e+jets 618 320 62.22± 9.54 257.78± 21.05

µ+jets 388 306 10.26± 5.97 295.74± 19.65

Table 8.3.: Numbers of data events in the loose and tight samples and W-like and mul-
tijet background contributions in the tight sample before b-tagging obtained
from the Matrix Method.

the analysis. In addition, the fit is also performed using the tight working point and compared
to the result with medium working point.

Tables 8.4 to 8.11 show the predicted and observed number of events in the e+jets and µ+jets
channel. The tt̄ cross section is set to 6.8 pb and R = 1. The prediction and observation
before and after applying the b-tagging are shown for the subsamples with 1, 2, 3 and ≥ 4
jets. The uncertainties for all but the multijet background contribution are statistical only. The
uncertainties on the multijet background includes the uncertainties on εsig and εqcd. The Z+jets
background is split into different contributions according to the Z boson decay (Z → ee,
Z → µµ and Z → ττ) and their jet heavy flavour content. In the tables they are denoted as
Z(ee)bb, Z(ee)cc, Z(ee)lp, Z(µµ)bb, Z(µµ)cc, Z(µµ)lp, Z(ττ)bb, Z(ττ)cc and Z(ττ)lp. The
different flavour components of the W+jets background are also shown separately to see the
change in the light and heavy flavour contribution before and after b-tagging. The single top
s-channel (t-channel) contribution is denoted tb (tqb). The signal component coming from
the tt̄ semileptonic and dileptonic final states is shown as ttl j and ttll, respectively. The sum
represents the expected tt̄ signal plus background contributions. Due to the normalisation of
W+jets to data the sum is equal to the number of observed events before b-tagging.

In Appendix C Monte Carlo to data comparisons as well as the cut flow table for all tt̄ signal
Monte Carlo samples are shown. The cut flow tables contain the correction factors that need
to be applied to correct the Monte Carlo for trigger efficiency, lepton identification and b-
fragmentation. Comparing for example Tables C.1, C.2 and C.3 it can be recognised that the tt̄
samples with light quarks from top decay pass the cut on the jet pT with higher efficiency than
the tt̄ samples with b quarks from top decay, resulting in higher event selection efficiencies
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for the tt̄ → Wq`Wq` compared to the tt̄ → WbWb sample.

Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 15863.00± 125.95 6043.00± 77.74 1300.00± 36.06 320.00± 17.89

Multijet 900.81± 230.83 846.18± 115.81 277.15± 37.52 62.22± 9.54
WW 118.89± 0.71 160.08± 0.84 34.44± 0.39 5.96± 0.17
WZ 16.89± 0.32 27.16± 0.41 6.35± 0.20 1.26± 0.09
Wbb 311.25± 3.77 203.40± 2.87 51.05± 1.11 8.75± 0.29
Wcc 951.41± 9.74 542.94± 6.30 121.84± 2.32 16.73± 0.60
Wlp 13224.61± 65.63 3861.19± 26.94 565.15± 6.44 73.92± 1.61
ZZ 1.40± 0.06 1.68± 0.06 1.02± 0.05 0.26± 0.03

Z(ee)bb 10.18± 0.36 11.75± 0.38 5.26± 0.28 1.50± 0.15
Z(ττ)bb 3.13± 0.22 2.77± 0.15 1.32± 0.10 0.46± 0.04
Z(ee)cc 16.22± 0.92 18.09± 0.90 8.32± 0.55 2.28± 0.26
Z(ττ)cc 6.26± 0.64 6.02± 0.57 2.46± 0.31 0.80± 0.15
Z(ee)lp 187.88± 3.51 180.39± 3.25 51.56± 1.20 14.13± 0.50
Z(ττ)lp 78.18± 2.12 47.74± 1.32 15.28± 0.58 4.87± 0.28

tb 5.23± 0.08 14.36± 0.13 4.21± 0.07 0.87± 0.03
tbq 12.69± 0.14 26.48± 0.21 8.98± 0.13 2.18± 0.07
ttlj 4.89± 0.16 48.09± 0.52 124.43± 0.83 119.12± 0.82
ttll 13.17± 0.27 44.67± 0.50 21.17± 0.34 4.71± 0.16

sum 15863.08± 240.24 6042.98± 119.16 1300.00± 38.20 320.00± 9.76

Table 8.4.: Number of events for e+jets after event selection and with no b-tag require-
ment. The sum of all predicted events is constraint to be the same as the
Data.

Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 15452.00± 124.31 5631.00± 75.04 1095.00± 33.09 206.00± 14.35

Multijet 870.72± 224.49 790.19± 108.22 250.92± 34.07 54.79± 8.39
WW 114.59± 0.69 150.00± 0.79 31.69± 0.36 5.27± 0.15
WZ 15.11± 0.28 23.08± 0.35 5.39± 0.17 1.09± 0.08
Wbb 214.52± 2.72 117.41± 1.69 27.08± 0.58 4.57± 0.16
Wc 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Wcc 891.14± 8.99 484.42± 5.48 105.46± 1.99 14.02± 0.50
Wlp 13038.26± 64.73 3781.10± 26.45 549.72± 6.28 71.33± 1.56
ZZ 1.30± 0.05 1.42± 0.05 0.83± 0.04 0.19± 0.02

Z(ee)bb 8.15± 0.30 7.19± 0.26 2.81± 0.16 0.74± 0.08
Z(ττ)bb 1.98± 0.13 1.60± 0.09 0.70± 0.06 0.22± 0.02
Z(ee)cc 15.46± 0.87 16.42± 0.81 7.25± 0.48 1.94± 0.22
Z(ττ)cc 5.77± 0.58 5.22± 0.48 2.14± 0.28 0.66± 0.12
Z(ee)lp 186.34± 3.48 177.69± 3.21 50.45± 1.17 13.71± 0.49
Z(ττ)lp 77.40± 2.10 46.97± 1.30 14.94± 0.56 4.72± 0.27

tb 2.70± 0.04 4.61± 0.05 1.29± 0.03 0.26± 0.01
tbq 7.62± 0.09 13.81± 0.12 3.92± 0.06 0.81± 0.03
ttlj 3.28± 0.12 22.34± 0.27 44.23± 0.34 35.22± 0.28
ttll 6.83± 0.15 15.14± 0.20 6.58± 0.13 1.43± 0.06

sum 15461.19± 233.87 5658.61± 111.61 1105.38± 34.74 210.95± 8.58

Table 8.5.: Number of events for e+jets in the 0 b-tag subsample.
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Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 411.00± 20.27 373.00± 19.31 164.00± 12.81 88.00± 9.38

Multijet 30.09± 7.44 54.72± 8.62 23.71± 4.27 6.62± 2.04
WW 4.29± 0.05 9.98± 0.08 2.67± 0.05 0.62± 0.03
WZ 1.78± 0.08 3.27± 0.10 0.79± 0.05 0.14± 0.02
Wbb 96.72± 1.53 74.83± 1.27 20.20± 0.51 3.44± 0.13
Wc 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Wcc 60.26± 1.01 56.70± 0.97 15.66± 0.38 2.54± 0.11
Wlp 186.35± 1.97 79.72± 0.84 15.29± 0.24 2.56± 0.07
ZZ 0.10± 0.01 0.22± 0.02 0.15± 0.01 0.05± 0.01

Z(ee)bb 2.03± 0.12 4.19± 0.16 2.09± 0.12 0.62± 0.07
Z(ττ)bb 1.14± 0.10 1.05± 0.07 0.53± 0.04 0.20± 0.02
Z(ee)cc 0.76± 0.08 1.64± 0.11 1.03± 0.09 0.31± 0.05
Z(ττ)cc 0.48± 0.07 0.78± 0.09 0.31± 0.05 0.13± 0.03
Z(ee)lp 1.54± 0.03 2.68± 0.05 1.11± 0.03 0.41± 0.02
Z(ττ)lp 0.79± 0.02 0.77± 0.02 0.34± 0.01 0.15± 0.01

tb 2.53± 0.04 6.84± 0.06 2.00± 0.03 0.41± 0.02
tbq 5.07± 0.07 12.13± 0.10 4.15± 0.06 1.02± 0.03
ttlj 1.62± 0.07 21.89± 0.25 58.30± 0.40 54.98± 0.38
ttll 6.34± 0.14 21.22± 0.24 10.02± 0.17 2.21± 0.08

sum 401.89± 7.92 352.62± 8.82 158.35± 4.35 76.41± 2.09

Table 8.6.: Number of events for e+jets in the 1 b-tag subsample.

Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 0.00± 0.00 39.00± 6.24 41.00± 6.40 26.00± 5.10

Multijet 0.00± 0.00 1.28± 0.99 2.53± 1.17 0.80± 0.81
WW 0.00± 0.00 0.10± 0.01 0.08± 0.01 0.07± 0.01
WZ 0.00± 0.00 0.81± 0.04 0.18± 0.02 0.03± 0.01
Wbb 0.00± 0.00 11.15± 0.37 3.77± 0.19 0.74± 0.05
Wc 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Wcc 0.00± 0.00 1.82± 0.06 0.72± 0.03 0.17± 0.01
Wlp 0.00± 0.00 0.37± 0.01 0.14± 0.00 0.04± 0.00
ZZ 0.00± 0.00 0.04± 0.01 0.04± 0.01 0.02± 0.00

Z(ee)bb 0.00± 0.00 0.37± 0.03 0.36± 0.03 0.15± 0.02
Z(ττ)bb −0.00± 0.00 0.11± 0.02 0.10± 0.01 0.05± 0.01
Z(ee)cc 0.00± 0.00 0.03± 0.00 0.04± 0.01 0.02± 0.01
Z(ττ)cc −0.00± 0.00 0.02± 0.01 0.02± 0.00 0.01± 0.00
Z(ee)lp −0.00± 0.00 0.01± 0.00 0.01± 0.00 0.01± 0.00
Z(ττ)lp 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00

tb −0.00± 0.00 2.91± 0.03 0.92± 0.02 0.20± 0.01
tbq 0.00± 0.00 0.54± 0.02 0.91± 0.02 0.35± 0.01
ttlj 0.00± 0.00 3.85± 0.07 21.89± 0.19 28.92± 0.23
ttll 0.00± 0.00 8.31± 0.11 4.56± 0.09 1.07± 0.04

sum 0.00± 0.00 31.74± 1.07 36.27± 1.20 32.63± 0.84

Table 8.7.: Number of events for e+jets in the ≥ 2 b-tag subsample.
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Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 13472.00± 116.07 5191.00± 72.05 1120.00± 33.47 306.00± 17.49

Multijet 214.78± 87.67 131.63± 41.65 41.57± 13.35 10.26± 5.97
WW 88.81± 0.58 129.67± 0.71 28.36± 0.34 5.05± 0.14
WZ 14.67± 0.28 26.19± 0.38 6.26± 0.19 1.10± 0.08
Wbb 246.75± 3.22 192.64± 2.82 56.54± 1.31 13.16± 0.45
Wcc 768.63± 8.33 509.29± 6.05 137.28± 2.67 23.83± 0.89
Wlp 11131.49± 58.09 3715.22± 25.71 625.21± 7.14 117.55± 2.54
ZZ 2.11± 0.07 3.61± 0.09 1.13± 0.05 0.26± 0.02

Z(µµ)bb 26.87± 0.54 18.05± 0.46 5.87± 0.27 1.72± 0.15
Z(ττ)bb 2.00± 0.17 1.63± 0.11 0.73± 0.06 0.28± 0.03
Z(µµ)cc 58.55± 1.73 36.40± 1.15 11.36± 0.56 3.37± 0.30
Z(ττ)cc 4.19± 0.51 3.66± 0.44 1.54± 0.23 0.48± 0.11
Z(µµ)lp 820.32± 7.98 287.61± 3.35 74.48± 1.24 19.59± 0.56
Z(ττ)lp 68.60± 1.97 40.20± 1.25 9.79± 0.45 3.17± 0.22

tb 3.45± 0.07 11.16± 0.12 3.52± 0.07 0.74± 0.03
tbq 9.39± 0.11 20.63± 0.17 6.66± 0.10 1.69± 0.05
ttlj 2.64± 0.12 29.60± 0.39 92.45± 0.69 99.88± 0.72
ttll 8.81± 0.21 33.81± 0.41 17.27± 0.30 3.87± 0.14

sum 13472.05± 105.89 5191.00± 49.55 1120.00± 15.52 306.00± 6.65

Table 8.8.: Number of events for µ+jets after event selection and with no b-tag require-
ment. The sum of all predicted events is constraint to be the same as the
Data.

Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 13148.00± 114.66 4865.00± 69.75 955.00± 30.90 183.00± 13.53

Multijet 204.27± 69.45 114.93± 27.52 36.50± 8.86 12.07± 4.39
WW 85.40± 0.56 121.35± 0.66 26.01± 0.31 4.50± 0.13
WZ 13.11± 0.25 22.62± 0.33 5.28± 0.16 0.90± 0.07
Wbb 168.85± 2.31 108.25± 1.61 29.78± 0.69 6.67± 0.23
Wc 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Wcc 720.46± 7.70 455.49± 5.28 117.66± 2.26 19.74± 0.74
Wlp 10978.07± 57.30 3634.95± 25.19 608.01± 6.95 113.29± 2.45
ZZ 1.88± 0.06 3.06± 0.08 0.92± 0.04 0.20± 0.02

Z(µµ)bb 17.80± 0.40 10.00± 0.28 2.92± 0.15 0.84± 0.08
Z(ττ)bb 1.18± 0.09 0.92± 0.07 0.35± 0.03 0.12± 0.01
Z(µµ)cc 54.29± 1.58 32.02± 1.00 9.72± 0.48 2.75± 0.25
Z(ττ)cc 3.87± 0.46 3.21± 0.38 1.29± 0.19 0.40± 0.09
Z(µµ)lp 813.50± 7.91 283.56± 3.31 72.95± 1.22 19.03± 0.55
Z(ττ)lp 67.88± 1.95 39.54± 1.22 9.56± 0.44 3.07± 0.21

tb 1.77± 0.04 3.46± 0.04 1.06± 0.02 0.22± 0.01
tbq 5.58± 0.07 10.60± 0.09 2.83± 0.05 0.61± 0.02
ttlj 1.77± 0.08 13.63± 0.20 31.52± 0.27 28.47± 0.24
ttll 4.42± 0.11 11.02± 0.16 5.16± 0.10 1.12± 0.05

sum 13144.11± 90.78 4868.58± 37.90 961.50± 11.60 213.99± 5.14

Table 8.9.: Number of events for µ+jets in the 0 b-tag subsample.
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Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 324.00± 18.00 300.00± 17.32 130.00± 11.40 91.00± 9.54

Multijet 10.65± 3.71 16.56± 4.57 4.35± 2.37 0.00± 2.03
WW 3.41± 0.04 8.25± 0.07 2.27± 0.04 0.51± 0.02
WZ 1.56± 0.07 2.91± 0.09 0.78± 0.04 0.16± 0.02
Wbb 77.89± 1.35 73.41± 1.29 22.25± 0.60 5.27± 0.20
Wc 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Wcc 48.16± 0.86 52.25± 0.91 18.55± 0.47 3.80± 0.17
Wlp 153.29± 1.67 79.78± 0.87 17.02± 0.26 4.20± 0.12
ZZ 0.23± 0.02 0.44± 0.02 0.17± 0.01 0.04± 0.01

Z(µµ)bb 9.06± 0.22 7.10± 0.20 2.44± 0.12 0.71± 0.07
Z(ττ)bb 0.82± 0.09 0.63± 0.06 0.31± 0.03 0.12± 0.01
Z(µµ)cc 4.27± 0.19 4.21± 0.18 1.55± 0.10 0.57± 0.06
Z(ττ)cc 0.32± 0.06 0.43± 0.07 0.23± 0.04 0.08± 0.02
Z(µµ)lp 6.82± 0.08 4.04± 0.05 1.52± 0.03 0.55± 0.02
Z(ττ)lp 0.71± 0.02 0.66± 0.02 0.22± 0.01 0.10± 0.01

tb 1.68± 0.03 5.33± 0.06 1.66± 0.03 0.35± 0.02
tbq 3.81± 0.05 9.61± 0.09 3.10± 0.05 0.79± 0.03
ttlj 0.86± 0.05 13.55± 0.19 43.45± 0.33 46.01± 0.34
ttll 4.39± 0.11 16.05± 0.20 8.17± 0.14 1.82± 0.07

sum 327.94± 4.39 295.21± 4.93 128.08± 2.53 65.07± 2.08

Table 8.10.: Number of events for µ+jets in the 1 b-tag subsample.

Yield table
Contribution == 1 Jets == 2 Jets == 3 Jets >= 4 Jets

Data 0.00± 0.00 26.00± 5.10 35.00± 5.92 32.00± 5.66

Multijet 0.00± 0.00 0.26± 0.82 0.75± 1.10 0.00± 0.92
WW 0.00± 0.00 0.07± 0.00 0.08± 0.01 0.05± 0.01
WZ −0.00± 0.00 0.67± 0.04 0.20± 0.02 0.05± 0.01
Wbb 0.00± 0.00 10.98± 0.38 4.51± 0.23 1.22± 0.08
Wc 0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00
Wcc 0.00± 0.00 1.54± 0.06 1.06± 0.06 0.29± 0.03
Wlp 0.00± 0.00 0.39± 0.01 0.15± 0.00 0.06± 0.00
ZZ −0.00± 0.00 0.11± 0.01 0.04± 0.01 0.01± 0.00

Z(µµ)bb −0.00± 0.00 0.96± 0.05 0.51± 0.04 0.17± 0.02
Z(ττ)bb −0.00± 0.00 0.07± 0.01 0.07± 0.01 0.03± 0.01
Z(µµ)cc 0.00± 0.00 0.16± 0.02 0.09± 0.01 0.05± 0.01
Z(ττ)cc −0.00± 0.00 0.01± 0.00 0.01± 0.00 0.01± 0.00
Z(µµ)lp 0.00± 0.00 0.01± 0.00 0.01± 0.00 0.01± 0.00
Z(ττ)lp −0.00± 0.00 0.00± 0.00 0.00± 0.00 0.00± 0.00

tb 0.00± 0.00 2.38± 0.03 0.80± 0.02 0.17± 0.01
tbq 0.00± 0.00 0.42± 0.01 0.73± 0.02 0.29± 0.01
ttlj 0.00± 0.00 2.42± 0.06 17.48± 0.17 25.40± 0.21
ttll −0.00± 0.00 6.74± 0.10 3.94± 0.08 0.93± 0.04

sum 0.00± 0.00 27.21± 0.92 30.42± 1.14 28.75± 0.95

Table 8.11.: Number of events for µ+jets in the ≥ 2 b-tag subsample.
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8.3. Acceptance and b-tag probability as function of R

The total efficiency for a tt̄ event to be selected and b-tagged is the product of the selection
efficiency and the b-tag probability. Both depend on the top quark decay into b, s or d quarks.

The event selection and event b-tagging probabilities for the three following decays are de-
rived separately:

• tt̄ → WbWb̄ (further will be referred to as tt̄ → bb or tt̄ → WbWb )

• tt̄ → WbWq̄` (tt̄ → bq` or tt̄ → WbWq) and charged conjugate

• tt̄ → Wq`Wq̄` (tt̄ → q`q` or tt̄ → WqWq) and charged conjugate,

where q` is a light down-type quark (` = d or s). In the analysis no difference is made between
d and s quarks.

The total tt̄ acceptance Pp(tt̄) can be written as

Pp(tt̄) = R2Pp(tt̄ → bb) + 2R(1− R)Pp(tt̄ → bq`) + (1− R)2Pp(tt̄ → q`q`), (8.14)

where Pp denotes the event selection efficiency. Due to the different mass of the quark origi-
nating from the top quark decay, the tt̄ event selection efficiency is expected to show a small
dependence on R.

Figures 8.1 and 8.2 show the event selection efficiency as function of R in the individual l+jets
channels for the semileptonic final state tt̄ → l j and the dileptonic contribution tt̄ → ll,
respectively. As expected, the selection efficiency is almost independent from R, confirming
that the flavour of the quark from top quark decay has only marginal influence on the tt̄ event
kinematics.

The probability to have 0, 1 or ≥ 2 b-tags in a tt̄ event depends on the flavour of the jets
coming from the top quark decays. A decay of the top quark into d and s quarks results in a
significantly smaller event b-tag probability compared to samples with top quarks decaying
into b quarks.

Since R is the fraction of top quarks decaying into a b quark and a W-boson, the inclusive tt̄
event b-tagging probability can be written in a similar form as the total tt̄ acceptance:

Pb(tt̄) = R2Pb(tt̄ → bb̄) + 2R(1− R)Pb(tt̄ → bq̄`) + (1− R)2Pb(tt̄ → q`q̄`), (8.15)

where Pb describes the event tagging probability of the considered decay. The determination
of Pb for 0, 1 and ≥ 2 tags is described in section 7.3, Eqs. 7.3, 7.4 and 7.5, respectively.

Figures 8.3 and 8.4 show the event b-tagging probabilities as function of R in the e+jets and
µ+jets channels with 3 or at least 4 jets for tt̄ → l j and tt̄ → ll, respectively. The event
tagging probabilities for exactly one b-tag, and for two or more b-tags, are given in Tables 8.12
and 8.13, respectively. The distribution of the tt̄ events between the 0, 1 and ≥ 2 b-tagged
samples implies the main sensitivity on the observable R. Figure 8.5 illustrates the change of
the predicted yields in the samples with 0, 1 and ≥ 2 b-tagged for various values of R. Larger
values of R result in an increase of tt̄ events in the 0 b-tagged sample.

To calculate the yield after b-tagging, the total efficiency as a function of R is calculated as a
product of the event selection and b-tagging efficiencies:

Ptotal(tt̄) = R2Pp(tt̄ → bb)Pb(tt̄ → bb) + 2R(1− R)Pp(tt̄ → bq`)Pb(tt̄ → bq`) +

+(1− R)2Pp(tt̄ → q`q`)Pb(tt̄ → q`q`), (8.16)

with Pb describing the tagging probability and Pp the event selection efficiency.
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Figure 8.1.: Event selection efficiencies for tt̄ → l j events in e + 3 jets, µ + 3 jets, e + 4
jets and µ + 4 jets as function of R. The scales are adjusted to see the effect.
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Figure 8.2.: Event selection efficiencies for tt̄ → ll events in e + 3 jets, µ + 3 jets, e + 4
jets and µ + 4 jets as function of R. The scales are adjusted to see the effect.
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Figure 8.3.: Tagging fractions for tt̄ → l j events in e + 3 jets, µ + 3 jets, e + 4 jets and
µ + 4 jets as function of R.
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Figure 8.4.: Tagging fractions for tt̄ → ll events in e + 3 jets, µ + 3 jets, e + 4 jets and
µ + 4 jets as function of R.
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decay mode jets Channel tt̄ → bb tt̄ → bq` tt̄ → q`q`

tt̄ → l j = 3 e+jets 0.4686± 0.0008 0.4117± 0.0031 0.0711± 0.0010
µ+jets 0.4700± 0.0009 0.4158± 0.0036 0.0721± 0.0011

≥ 4 e+jets 0.4615± 0.0007 0.4511± 0.0029 0.0896± 0.0013
µ+jets 0.4606± 0.0008 0.4606± 0.0031 0.0915± 0.0013

tt̄ → ll = 3 e+jets 0.4734± 0.0018 0.4508± 0.0068 0.0326± 0.0021
µ+jets 0.4731± 0.0018 0.4522± 0.0072 0.0308± 0.0015

≥ 4 e+jets 0.4693± 0.0037 0.4477± 0.0157 0.0479± 0.0079
µ+jets 0.4709± 0.0040 0.4561± 0.0160 0.0455± 0.0056

Table 8.12.: Event tagging probabilities tt̄ → bb, tt̄ → bq` and tt̄ → q`q` for exactly one
b-tag.

decay mode jets Channel tt̄ → bb tt̄ → bq` tt̄ → q`q`

tt̄ → l j = 3 e+jets 0.1760± 0.0009 0.0243± 0.0005 0.0018± 0.0002
µ+jets 0.1891± 0.0011 0.0260± 0.0006 0.0023± 0.0003

≥ 4 e+jets 0.2428± 0.0009 0.0380± 0.0006 0.0037± 0.0003
µ+jets 0.2543± 0.0010 0.0415± 0.0008 0.0039± 0.0003

tt̄ → ll = 3 e+jets 0.2156± 0.0020 0.0093± 0.0005 0.0023± 0.0011
µ+jets 0.2279± 0.0021 0.0091± 0.0004 0.0015± 0.0007

≥ 4 e+jets 0.2276± 0.0046 0.0229± 0.0036 0.0012± 0.0003
µ+jets 0.2395± 0.0048 0.0131± 0.0010 0.0030± 0.0019

Table 8.13.: Event tagging probabilities tt̄ → bb, tt̄ → bq` and tt̄ → q`q` for at least two
b-tags.
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Figure 8.5.: Predicted and observed number of events in the 0, 1 and ≥ 2 tagged sam-
ples for various R hypotheses in the ` + 4 jets sample.
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8.4. Topological discriminant and zero b-tags

As can be seen from Fig. 8.5, the largest change of the expected number of events as function
of R occurs in the 0 b-tagged sample. On the other hand, the sample with 0 b-tags contains
the largest background contribution, mainly coming from W+jets events.

In order to improve the sensitivity of the measurement to R, a topological discriminant is
constructed, that exploits the differences between the kinematic properties of two classes of
events: tt̄ signal and W+jets background. The topological discriminant is applied to the sub-
sample with 0 b-tags and ≥ 4 jets. All other backgrounds with real isolated leptons – besides
the W+jets background – are small, therefore no additional event class is introduced for these
backgrounds. No topological discriminant in events with 3 jets and 0 b-tags is included, since
the signal-to-background ratio is about five times smaller, and no significant improvement is
expected.

The discriminant is constructed as follows. For signal and background the ratio of the prob-

ability density functions P i
tt̄

P i
W

are built for each distribution, where P i
tt̄ and P i

W denote the

probability density functions for the topological variable i to be tt̄ signal and W+jets back-
ground, respectively. The logarithm of these ratios is fitted with a polynomial. The fit reduces
the sensitivity of the discriminant to statistical fluctuation of the Monte Carlo samples. The
result of the fits for all input variables is shown in Fig. D.11 for the e+jets channel and in Fig.
D.12 for the µ+jets channel in Appendix D.

The discriminant function D is defined as:

D =
Ptt̄(x1, x2, ...)

Ptt̄(x1, x2, ...) + PW(x1, x2, ...)
(8.17)

≈ ∏i Pi
tt̄

∏i Pi
tt̄ + ∏i Pi

W
=

∏i Pi
tt̄/Pi

W

∏i Pi
tt̄/Pi

W + 1
=

exp
(

∑i (ln Pi
tt̄

Pi
W

)
)

exp
(

∑i (ln Pi
tt̄

Pi
W

)
)

+ 1

'
exp

(
∑i (ln Ptt̄

PW
)i

f itted

)
exp

(
∑i (ln Ptt̄

PW
)i

f itted

)
+ 1

.

The first expression is the best discriminator. The second line is the approximation of the best
discriminator neglecting correlations among the discriminating variables. Transformations

lead to the expression in the last line, where (ln Ptt̄
PW

)i
f itted is the fit to (ln P i

tt̄
P i

W
) for all topological

variables i that are used to build the discriminant.

Before the topological discriminant can be constructed for the final use in the measurement, a
set of topological variables which are well described by the background model and show sep-
aration of tt̄ events from W+jets background has to be chosen. The following input variables
to the topological discriminant were studied:

Aplanarity: The normalised momentum tensor M is defined as:

Mij =
Σo po

i po
j

Σo|~po|2
, (8.18)

where ~po is the momentum vector of a reconstructed object o, and i and j are Cartesian
coordinates. In the sum of objects the good jets and the selected lepton are included. The
diagonalisation of M yields three eigenvalues λ1 ≥ λ2 ≥ λ3, with λ1 + λ2 + λ3 = 1.
Only the four leading jets are used to avoid influence of the modelling of soft radiation
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and the underlying event. The Aplanarity A is defined as A = 3
2 λ3 and measures

the flatness of an event. A is defined in the range 0 ≤ A ≤ 0.5. Large values of
A correspond to spherical events, small values correspond to more planar events. tt̄
events show a more spherical behaviour typical for heavy object decays. W+jets and
QCD events show a more planar behaviour.

C: The variable C is defined here as C = 3(λ1λ2 + λ1λ3 + λ2λ3) where λ1, λ2 and λ3 are the
eigenvalues of the normalised momentum tensor M. C is in the range 0 ≤ C ≤ 1.

D: The variable D is defined as D = 27λ1λ2λ3 with λ1, λ2 and λ3 being the eigenvalues of
the normalised momentum tensor M. D is in the range 0 ≤ D ≤ 1. Usually C and
D are derived from the linear momentum tensor where the sum in the denominator of
Eq. 8.18 runs over the absolute value of the momenta instead of the squared momenta.
In that case C andD measure the the multijet structure and the deviation from planarity
of the considered event. The here used modified C and D variables are considered as
they show good discrimination of signal from background.

Leading jet pT: The pT of the jet with the highest pT in the event. In tt̄ events the leading jet is
often the b-jet corresponding to the b-quark from top decay, which has higher transverse
momentum than the leading jet for W+jets events.

Hl
T: Hl

T is defined as the scalar sum of the pT of the four leading jets in an event and the pT of
the lepton from W decay. Hl

T tends towards higher values for tt̄ events than for W+jets
events.

HT3: HT3 is defined as the scalar sum of the pT of the third and fourth jet in an event. As
these two jets come mainly from gluon splitting in the W+jets sample but from the W
decay in the tt̄ sample, HT3 has higher values for the latter.

JetMt: The variable JetMt is defined as the transverse mass of the vector sum of all four
leading jets in the event. For tt̄ events this variable includes the two jets from the W
boson and the two b quarks and is therefore connected to the invariant mass of the tt̄
system. For W+jets events, where two jets are from the W decay and two from gluon
splitting, this variable is not expected to show such a behaviour.

M012Mall: M012Mall is defined as the mass of the three leading jets divided by the mass of
the event. The mass of the event is defined as the invariant mass of the vector sum of the
four leading jets, the lepton from W decay and the reconstructed neutrino. In case the
three leading jets are connected to one top quark the numerator defines the top quark
mass. Even though the combinatorics smear the effect out this variable still helps for
the discrimination of tt̄ signal from W+jets background.

∆Rmax: ∆Rmax is the maximal ∆R between two of the four leading jets in the event. The
maximal distance between any pair of jets in tt̄ events is smaller than for W+jets events.

All combinations of these variables are then used to construct discriminants D. For each
discriminant a set of pseudo-data is generated, in order to estimate the discriminant’s per-
formance, using the tt̄, W+jets and QCD templates. The width of the fitted signal fraction is
taken as a figure of merit. The method to optimise the topological discriminant is the same
as used for the measurement of the W helicity, described in [144]. The sample composition
for the generation of the pseudo-data is evaluated assuming a tt̄ cross section of 6.8 pb and
R = 1.

Based on the optimisation, the five input variables C,D, Aplanarity, leading jet pT and ∆Rmax
showed to be the best in the e+jets channel. In the µ+jets channel the discriminant that
performs best is build from the six variables D, Aplanarity, HT3, Hl

T, JetMt and M012Mall.
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A different choice of optimal variables in the two final states is necessary due to differences
in topology and selection. The number of bins is chosen to be 10 in the measurement, to
provide good separation power but ensure a small dependence on statistical fluctuations of
the topological discriminant templates.

In Appendix D the comparisons of data and Monte Carlo distributions for all selected input
variables in the 0 b-tagged data for different jet multiplicity bins are shown in Figs. D.1 to
D.8. All variables show good agreement between data and the prediction. To be less sensi-
tive to the statistical fluctuations and be able to fit a polynomial function, some variable are
transformed with a logarithm. The normalised distributions of the transformed variables for
tt̄ signal and W+jets background are shown in Fig. D.9 for e+jets and in Fig. D.10 for µ+jets.

In Figure 8.6 the topological discriminant shapes for tt̄, Wlp+jets and multijet events are com-
pared for the e+jets and µ+jets channel, respectively. It can clearly be seen that the discrimi-
nant templates for W+jets and multijet events peak at D of zero, while for tt̄ events D peaks
near one.

Figures 8.7 and 8.8 show the data to Monte Carlo comparison for a tt̄ cross section of 6.8 pb.
Furthermore, a stand-alone topological discriminant fit to the data in the 0 b-tag subsample is
shown, as described in section 8.1.2. This fit is not used in the measurement of R and σ · B2,
but performed to check whether the signal contribution obtained with the stand-alone fit
significantly varies from the prediction. No statistically significant difference can be observed
between stand-alone fit and the predicted signal contribution.

In order to take into account possible differences in the shape of the topological discriminant
due to different top quark decays, the discriminant in each of the three samples tt̄ → WbWb,
tt̄ → WbWq and tt̄ → WqWq is determined separately. Differences in the pT of light and
heavy flavour jets for example can result in differences of the shape of energy related input
variables for the three samples. Figure 8.9 compares the topological discriminant shape of
tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq for the tt̄ → l + jets final state in the e+jets and
µ+jets channel. The Figure shows that the template for tt̄ → WqWq tends to peak at slightly
higher discriminant values than the one for tt̄ → WbWb.

In Appendix D, Figure D.13 and D.14 show the tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq
templates for the discriminant input variables in the e+jets and µ+jets channel, respectively.
All energy related variables like Hl

T show a distribution that tends towards higher values for
the tt̄ → WqWq final state than for tt̄ → WbWb.

When including the topological discriminant into a fitting procedure, the fraction of events in
each histogram bin i of the discriminant templates have to be calculated. The tt̄ fraction f tt̄

i in
each histogram bin i can be written as

f tt̄
i = nbb

f rac · f tt̄→bb̄
i + nbq

f rac · f tt̄→bq̄l
i + nqq

f rac · f tt̄→ql q̄l
i , (8.19)

where f tt̄→bb̄
i ( f tt̄→bq̄l

i , f tt̄→ql q̄l
i ) is the fraction for the tt̄ → bb (tt̄ → bql , tt̄ → qlql) template in



96 Chapter 8. Simultaneous measurement of R and σtt̄

Likelihood discriminant
0 0.2 0.4 0.6 0.8 10

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
W+Jets

Multijet

tt ljets

Likelihood discriminant
0 0.2 0.4 0.6 0.8 10

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

0.45

0.5
W+Jets

Multijet

tt ljets

Figure 8.6.: Topological discriminant templates in the e+jets (left) and µ+jets (right)
channel for tt̄ → WbWb, Wlp+jets and multijet.
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Figure 8.7.: Data-MC comparison for the topological discriminant in the 0 b-tag sub-
sample in the e+jets channel. Left plot: σ · B2 = 6.8 pb and R = 1 are
assumed. Right plot: Fit of tt̄, W+jets and multijet templates to the data.
For the Medium NN Tagger.

bin i. The fractions nbb
f rac, nbq

f rac and nqq
f rac are defined as:

nbb = R2nbb
0 (8.20)

nbq = 2R(1− R)nbq
0

nqq = (1− R)2nqq
0

nbb
f rac =

nbb

nbb + nbq + nqq

nbq
f rac =

nbq

nbb + nbq + nqq

nqq
f rac =

nqq

nbb + nbq + nqq

where nbb
0 is the expected number of tt̄ → bb events in the 0 b-tag sample. The variables nbq

0
and nqq

0 define the expected number of tt̄ → bq and tt̄ → qq events, respectively.
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Figure 8.8.: Data-MC comparison for the topological discriminant in the 0 b-tag sub-
sample in the µ+jets channel. Left plot: σ · B2 = 6.8 pb and R = 1 are
assumed. Right plot: Fit of tt̄, W+jets and multijet templates to the data.
For the Medium NN Tagger.
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Figure 8.9.: Topological discriminant templates in the e+jets (left) and µ+jets (right)
channel for tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq. For the Medium
NN Tagger.

8.5. Systematic uncertainties

Beside the statistical uncertainties various systematic uncertainties can affect the measure-
ment of σ · B2 and R. As will be shown later, the systematic uncertainty is of the same order
as the statistical uncertainty on both observables. Thus correct treatment of the systematic
uncertainties and the correlations between various channels is important.

In section 8.5.1 the incorporation and treatment of systematic uncertainties in the maximum
likelihood fit is discussed. The treatment of systematic uncertainties influencing the shape
of the topological discriminant templates – also referred to as shape changing systematic un-
certainties – is discussed in section 8.5.2. The full list of sources of systematic uncertainties
studied in the measurement of R and σ · B2 is discussed in section 8.5.3
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8.5.1. Treatment of systematic uncertainties in the maximum likelihood
procedure

Systematic uncertainties is treated in two alternative ways. The usual treatment of systematic
uncertainties, referred to as “standard” method, is to vary one source of systematic error by
plus and minus one standard deviation at a time, recalculate the expected signal and back-
ground, refit the observables, and take the difference between the re-fitted values and the
values obtained without any systematic shift as the corresponding uncertainty. The varia-
tions for all sources of systematic errors are then summed quadratically in order to obtain the
total systematic uncertainty on the observables.

The other way of implementing the systematic uncertainties is via a nuisance parameter
method. In the nuisance parameter method, that was first applied to the tt̄ cross section mea-
surement described in Ref. [106], a free parameter is introduced for each independent source
of systematic uncertainty. Each of these parameters, called nuisance parameters, is allowed
to float during the maximum likelihood fit. The probability density function of the nuisance
parameter is chosen to be a Gaussian with mean zero and width one. The likelihood L1 in
Eq. 8.13 is multiplied by the product of Gaussian constraints on each nuisance parameter:

L2 =
N

∏
i=1
G(νi; 0, 1), (8.21)

where νi is the nuisance parameter for the independent source of systematic error i, G(νi; 0, 1)
is the probability density function of the nuisance parameter i having the value νi, and N is
the number of independent sources. The nuisance parameter, multiplied with the one sigma
uncertainty of its corresponding systematic error, is then added to the central value of the
associated efficiency or cross section. For example, the event b-tagging probability on tt̄ events
depends on the uncertainty on the Tag Rate Function. If the one standard deviation on the
b-tagging probability coming from the b-TRF uncertainty band, is determined to be σb−TRF,
the central value of the b-tagging probability p̂btag can change as

pbtag = p̂btag + σb−TRF · νb−TRF. (8.22)

The probability pbtag is used for the determination of the expected number of events in the
maximum likelihood fit and goes into the likelihoodL1. As can be seen from Eq. 8.22, the b-tag
probability is varied by plus or minus one standard deviation if the corresponding nuisance
parameter varies by plus or minus one.

With this procedure, each nuisance parameter is allowed to change the selection efficiencies,
tagging probabilities, theoretical cross sections or W+jets scale factors during the fitting pro-
cedure. At each step of the maximum likelihood fit, all efficiencies, probabilities and scale
factors are therefore recalculated as a function of the nuisance parameters. This procedure
allows the systematic uncertainties to change the central value of σ · B2 and R.

The error extraction from MINOS delivers the total uncertainty on σ · B2 and R for the nui-
sance parameter fit, consisting of all systematic and the statistical uncertainties. The estimate
of each individual source of systematic uncertainty on σ · B2 and R is carried out by fixing
all but the considered nuisance parameter to zero. By comparing the results from the fit with
statistical errors only and the result obtained for each systematic uncertainty, the “offset” on
the central value, introduced by the considered source of systematic error, can be determined.

8.5.2. Treatment of systematic uncertainties on the topological discriminant

Besides systematic uncertainties that only change the overall normalisation, the shape of the
topological discriminant can be affected by various systematic uncertainties. For example, a
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higher jet energy scale can lead to a harder spectrum of energy related input variables to the
topological discriminant, and therefore to a change of the discriminant shape.

For each systematic uncertainty changing the shape, a template for the one sigma variations
of the considered source is generated. The incorporation into the nuisance parameter fit is
done using a linear combination of the central template and the templates for plus and minus
one standard deviation for each sample. The linear combination can be written as

fi = f 0
i +

M

∑
k=0

νk( f k
i − f 0

i ) , (8.23)

where fi is the fraction of bin i for the discriminant template, as used in the fit, f 0
i denotes

the fraction of bin i for the central discriminant template, νk is the nuisance parameter for
the source of systematic uncertainty k, and f k

i is the fraction of bin i for the discriminant
template obtained when varying the systematic k by plus or minus one standard deviation.
The number M stands for the total number of shape changing systematic uncertainties. The
nuisance parameter νk can stand for a systematic uncertainty that changes the normalisation
and the shape at the same time. Therefore, the correlation between both effects is naturally
taken into account in the nuisance parameter method. In order to take into account possible
differences between the shapes of plus and minus one sigma, the formula given in Eq. 8.23
can be rewritten as:

fi = f 0
i +

M

∑
k=0

 i f (νk > 0) : νk

(
f k+
i − f 0

i

)
i f (νk < 0) : νk

(
f k−
i − f 0

i

) (8.24)

f k+
i is the fraction of bin i of the plus one sigma template and f k−

i is the fraction of bin i of the
minus one sigma template.

8.5.3. Systematic uncertainties for σ · B2 and R

Before the presentation of the results in the next section, the different sources of systematic
uncertainties considered in the analysis are discussed here. Each of the different sources of
systematic uncertainty can affect the event selection efficiencies, the b-tagging probabilities
or the shape of the topological discriminant. Uncertainties like jet energy scale have an effect
on all efficiencies and the template shape, while other uncertainties, like Monte Carlo cross
section uncertainties, only affect the total normalisation.

The uncertainty on the integrated luminosity in DØ is measured to be 6.1 % [57]. This effects
signal and background yields in the same way. The uncertainty on the integrated luminosity
is assigned as additional systematic uncertainty on the cross section measurement. Since R is
a ratio, it is not affected by the luminosity uncertainty.

Uncertainties on the event selection efficiency

Some systematic uncertainties only affect the event selection efficiency.

Uncertainty on the data-MC luminosity profile difference. As will be done in the search for
charged Higgs bosons, the luminosity profile in the Monte Carlo has to be reweighted
to data. The details of the reweighting are discussed in section 6.3.3. When the simul-
taneous measurement of R and σ · B2 was performed, not all the luminosity profiles in
Monte Carlo were available. Therefore the central efficiencies do not include the lumi-
nosity profile reweighting. The difference between applying and neglecting the weight



100 Chapter 8. Simultaneous measurement of R and σtt̄

has been estimated in the electron-muon channel [145]. The uncertainty of < 0.5 % is
assigned on the tt̄ efficiency, 2.2 % on diboson background, and 3.7 % on the Z+jets back-
ground. The difference in the uncertainty comes from the different zero bias overlay in
the Monte Carlo samples.

Data quality flags uncertainty. The uncertainty on the data quality calorimeter flag correc-
tion is estimated to be 0.5 % [108], independent of the sample.

Electron ID scale factor. When the electron identification scale factor was parametrised, the
dependence on several variables was ignored. The systematic uncertainty on the elec-
tron ID scale factor is estimated by adding in quadrature the difference between using
the missing dependencies and the central parametrisation. The contributions to the
electron ID scale factor uncertainty are assumed to come from the jet multiplicity de-
pendency (1.2 %) of the H-matrix, track match and likelihood scale factor and from
dependencies not taken into account (on pT and φ of the electromagnetic object) (2.2 %).
The uncertainty due to the jet multiplicity dependency is calculated as the difference
between the efficiency taking the dependence on ∆R between the electron and a jet into
account, and neglecting this dependence, which results in 1.2 %. A total systematic
uncertainty on the electron ID scale factor of 2.5 % is assigned.

Muon ID and track scale factor. According to the studies summarised in the muon ID cer-
tification note [84], the uncertainties on muon identification and tracking are both 0.7 %.

Muon isolation scale factor. The uncertainty on the Monte Carlo to data scale factor of the
muon isolation criteria is extracted from [84] to be 2 %.

Z vertex distribution difference between data and MC. An uncertainty of 2.2 % is used on
the difference between the primary vertex z distribution in simulated events and the
data, as given in [145].

PV scale factor. The event selection efficiency is scaled with a factor of 98.9 %, in order to
correct for the difference of the primary vertex selection efficiency between data and
Monte Carlo [146]. The relative uncertainty on the scale factor is estimated to be 1.5 %.

Uncertainties on the Monte Carlo cross sections. For the Z+jets sample an uncertainty on
the cross section of 15 % [143] is applied. The uncertainty on the diboson cross section
is taken to be 20 %, which is half the difference between the leading order and NLO
cross section calculations [145]. For the single top cross section an uncertainty on the
theoretical NLO calculation of 12.6 % is applied [147].

Z pT reweighting. The uncertainty of 12 % on the reweighting of the Z pT distribution in
Monte Carlo to match data, as described in section 6.3.3, as estimated in the electron-
muon channel [145].

Electron, muon and jet trigger. The systematic uncertainties on the electron, muon and
jet trigger parameterisations are taken from the topological cross section measure-
ment [148], which uses the same set of triggers. The uncertainty on the electron trigger
parametrisation is +0.6 % and −1.18 %, on the muon trigger parametrisation +2.5 %
and −2.7 % are assigned and ±0.2 % are assigned on the jet trigger parametrisation.

Uncertainties on the event b-tagging probability

Some sources of systematic uncertainties do not affect the event selection, but only the b-
tagging. All of these sources are related to the parametrisations of taggability or tagging.
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Uncertainties on the b-,c- and light TRFs. The uncertainties on the b-,c- and light Tag Rate
Functions are calculated by varying the corresponding TRF within its assigned one stan-
dard deviation error band up and down [104].

Uncertainty on the jet taggability parameterisation. The uncertainty on the Taggability
Rate Function parameterisation is calculated by varying the taggability function within
its assigned one standard deviation error band up and down.

Uncertainty due to the taggability flavour dependence. To account for the uncertainty on
the taggability flavour dependence the parametrisation derived with W+jets events in-
stead of multijet events is used. The difference between the two flavour dependency
parametrisations is taken as one standard deviation uncertainty.

Uncertainties on the event selection and b-tagging efficiency

A couple of systematic errors can change the event selection efficiency and the b-tagging prob-
ability.

Uncertainty from the limited Monte Carlo statistics. The limited Monte Carlo statistics
yields an uncertainty on the event selection efficiency and event b-tagging probabil-
ity for the signal and each Monte Carlo background sample separately. For the W+jets
sample, the uncertainty on the fraction of Wlp, Wbb and Wcc due to limited Monte
Carlo statistics is calculated, as not the total normalisation but the flavour composition
of W+jets is taken from Monte Carlo samples. The uncertainty on the b-tagging proba-
bility takes into account properly the fact that all events before and after tagging have
event weights.

b-fragmentation reweighting The systematic uncertainty on the reweighting of the b-
fragmentation function from the default in PYTHIA to the value tuned to reproduce e+e−

collider data is assumed to be the symmetrised difference between the AOD and SLD
tunes [130].

Parton distribution function The systematic uncertainty on the parton distribution function
(PDF) is estimated by reweighting the tt̄ Monte Carlo from CTEQ6L1 to CTEQ6M and
its twenty error PDFs. The reweighting of the PDF is done by using the caf_pdfreweight
tool [149]. The uncertainty of the relative difference between the 20 error PDFs and
the selection and b-tagging efficiencies obtained when reweighting to CTEQ6M is as-
signed [150]. In the simultaneous measurement of R and σ · B2 an independent nuisance
parameter is assigned for each of the 20 PDF uncertainties. For the cross section combi-
nation and charged Higgs search, presented in section 11, the 20 errors PDFs are added
in quadrature and only one nuisance parameter is assigned. The change of the method
is done for consistency with the dilepton and τ+lepton channels.

Signal Modelling The uncertainty on the signal modelling is estimated by replacing PYTHIA

tt̄ Monte Carlo for the standard decay to two b quarks with ALPGEN Monte Carlo. The
relative difference on event selection and b-tagging efficiency between both simulations
is then assigned to the Monte Carlo samples for tt̄ → bb, tt̄ → bq` and tt̄ → q`q`.

Uncertainties on the event selection, event b-tagging probability and the discriminant
shape

Some uncertainties affect the normalisation and the shape of the discriminant. The following
systematic uncertainties are taken to affect both:
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Uncertainty on jet energy scale. The uncertainty on the jet energy scale (JES) is determined
by varying the JES correction up and down by the sum of the statistical and systematic
uncertainties in data and MC, where all individual contributions are added in quadra-
ture.

Uncertainty on jet energy resolution. The uncertainty on the jet energy resolution (JER) is
determined by changing the JER correction up and down by one standard deviation.

Uncertainty on jet reconstruction and identification efficiency. The uncertainty on the jet
reconstruction and identification (JetID) efficiency is determined by changing the JetID
Monte Carlo to data scale factor, which is responsible for removing extra jets from sim-
ulation, down by one standard deviation. The uncertainty is symmetrised.

Additionally to these shape changing systematic uncertainties the effect of b-fragmentation
reweighting, b TRF, c TRF, light TRF and taggability on the discriminant shape have been
checked. None of these sources has a significant effect on the template shape and therefore
their effect on the shape is neglected.

Uncertainties on the multijet background yield

The uncertainties on εqcd and εsig, as given in Table 7.1 in section 7.2.1, are propagated to
the multijet background yield. Additionally, the limited statistics of the “loose-tight” data
samples are taken into account, as described in section 8.1.

Uncertainties on the W+jets and Z+jets background flavour composition

On the k-factor and heavy flavour scale factor of the W+jets and Z+jets samples the following
uncertainties are assigned:

Uncertainty on Monte Carlo background scale factors. A conservative assumption of
50 % uncertainty on the heavy flavour scale factor in Z+jets is made [143]. As the
Z+jets background in the l+jets channel is small, the large uncertainty results only in a
negligible contribution to the systematic uncertainty of σ · B2 and R.

W+jets heavy flavour scale factor: The uncertainty on the W+jets heavy flavour scale factor
is estimated to be 15 %, as described in section 6.3.2.

Table 8.14 summarises the systematic uncertainties that are taken into account. The table is
divided into correlated and uncorrelated uncertainties. For the former a 100 % correlation of
the same source of systematic error for all considered channels is assumed.

8.6. Measurement and results

The extraction of σ · B2 and R can be done with the nuisance parameter method and the
standard method of error treatment. Both results are checked for consistency.

Before the fit is performed on the data, the procedure to measure simultaneously the top
quark pair production cross section σ · B2 and the ratio of branching fractions R, is checked
with a variety of ensemble tests. The details about the type of test and the outcome are de-
scribed in Appendix E. No suspicious behaviour can be observed in the ensemble tests.

In order to get an impression on the improvement due to using the topological discriminant in
the zero b-tagged sample, the results are also derived without the discriminant. Additionally,
the cross section σ · B is extracted with fixed R = 1.



8.6 Measurement and results 103

Systematic e+jets µ+jets
Correlated

Data quality X X
∆z(l, PV) X X
Primary vertex X X
Electron ID X
Muon ID X
Muon track X
Muon isolation X
Jet ID X X
Jet energy scale X X
Jet energy resolution X X
l+jets trigger X X
PDF X X
signal modelling X X
W+jets heavy flavour scale factor X X
Z+jets heavy flavour scale factor X X
b-fragmentation X X
Luminosity reweighting X X
Z pT reweighting X X
b TRF X X
c TRF X X
light TRF X X
Taggability X X
Taggability flavour dependence X X
Integrated luminosity X X
background cross sections X X

Uncorrelated
Monte Carlo statistics X X
εqcd in µ+jets X
εqcd in e+jets X
εsig in µ+jets X
εsig in e+jets X

Table 8.14.: Summary of systematic uncertainties in each channel and the correlations
between them. The correlated systematic uncertainties are also correlated
within each channel.

8.6.1. Result with the nuisance parameter likelihood

The simultaneous fit of σ · B2 and R, using the nuisance parameter method, yields for the
combined e+jets and µ+jets channel:

R = 0.968+0.092
−0.083 (stat+syst)

σ · B2 = 8.18+0.90
−0.84 (stat+syst)± 0.50 (lumi) pb

The contribution of the different sources of systematic uncertainties are shown in Table 8.15
(grey rows) for R and σ · B2. The uncertainty on R is dominated by the uncertainty on the b-tag
TRF. As the main sensitivity on R comes from the distribution of tt̄ events between different b-
tag subsamples, this behaviour seems reasonable. For the cross section the uncertainty on the
event selection, electron identification, W+jets heavy flavour scale factor and the jet energy
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scale are dominant. The uncertainty on the event selection includes vertex and data quality
requirements, which are fully correlated between the e+jets and µ+jets channels. All of these
uncertainties have effects on the total normalisation of the signal and background samples.
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Table 8.15.: Systematic uncertainties and result for R and σ · B2 in the combined l+jets
channel. The Medium NN Tagger is used and the topological discriminant
in the 0 b-tag subsample is applied.
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Figure 8.10.: 68% and 95% C.L. in the (R, σ(pp̄ → tt̄) · B(t → Wq)2) plane. The point
with error bar is the result fitted without nuisance parameter likelihood.
The uncertainties are statistical only. The Medium NN Tagger is used and
the topological discriminant in the 0 b-tag subsample is applied.

8.6.2. Result with the standard method

The standard method of handling the systematic uncertainties yields for the combined l+jets
channel:

R = 0.968+0.067
−0.065 (stat)

+0.060
−0.055 (syst)

σ(pp̄ → tt̄) · B2(t → Wq) = 8.26+0.67
−0.64 (stat)

+0.69
−0.67 (syst)± 0.50 (lumi).

Within uncertainties, the results are fully consistent with the nuisance parameter fit results.
No shift on R with respect to the standard method can be observed when using the nuisance
parameter method. On the cross section a shift of 0.1 pb is observed, which mainly arises
from the offset due to the jet energy scale uncertainty, as shown in Table 8.15.

The systematic uncertainties obtained with the standard method of error treatment are pre-
sented in Table 8.15 (white rows) for R and the cross section. Again it can be seen that the b-tag
TRF uncertainty dominates the systematic error on R, while for the cross section jet energy
scale, event selection and the W+jets heavy flavour scale factor dominate.

Figure 8.10 shows the 68 % and 95 % C.L. contours for the result of the fit obtained with
the standard method, including statistical uncertainties only. The correlation between R and
σ · B2 is found to be −58 %.

Table 8.16 presents the sample composition for σ · B2 of 8.18+0.90
−0.84 (stat+syst)± 0.50 (lumi) pb

measured with the nuisance parameter method and R = 1. The total uncertainty consists of
statistical and systematic uncertainties. The line “Other” in the table represents the contribu-
tions from diboson, single top and Z+jets backgrounds. All predicted and observed numbers
of events in the individual subsamples agree with each other.

Figure 8.11 shows the predicted and observed number of events versus the number of b-
tagged jets in the e+jets, µ+jets and combined l+jets channel for the measured tt̄ cross section
and R = 1. In Figs. 8.12, 8.13 and 8.14 the prediction and observation versus the number of
jets in the event are shown separately in the 0, 1 and 2 b-tagged samples. All distributions
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Njets sample 0 b tags 1 b tag ≥ 2 b tags
3 W+jets 1394.4 ± 65.1 102.5 ± 9.4 8.3 ± 1.2

Multijet 287.4 ± 35.9 28.1 ± 3.5 3.3 ± 0.4
Other 254.0 ± 35.2 29.4 ± 3.5 5.2 ± 0.7
tt̄ 109.7 ± 6.6 143.3 ± 5.1 54.3 ± 4.3
Total 2045.5 ± 82.5 303.3 ± 11.8 71.2 ± 4.5
Observed 2050 294 76

4 W+jets 188.2 ± 38.0 17.3 ± 3.8 1.8 ± 0.4
Multijet 66.9 ± 9.9 6.6 ± 1.0 0.8 ± 0.1
Other 62.2 ± 11.8 8.0 ± 1.4 1.7 ± 0.3
tt̄ 83.8 ± 9.4 126.4 ± 11.4 64.2 ± 4.5
Total 401.1 ± 42.1 158.3 ± 12.1 69.5 ± 4.5
Observed 389 179 58

Table 8.16.: Sample composition for the measured σ · B2 and R = 1.

show good agreement between prediction and observation. The samples with 1 and 2 jets
also show good data to Monte Carlo agreement, which is important to verify the background
model.

Figure 8.15 shows the Monte Carlo to Data comparison of the topological discriminant for the
measured tt̄ cross section. Within uncertainty, the prediction with the measured σ · B2 and
R agree with the observed number of events. While in the e+jets channel with ≥ 4 jets, the
data tends more to less b-tags, the µ+jets sample shows a trend towards more b-tags, as can
be seen in Fig. 8.11. A measurement of σ · B2 and R per channel is therefore useful to check
whether the individual results agree.
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Figure 8.11.: Monte Carlo composition for the 0, 1 and 2 b-tag subsamples. For e+jets
(top), µ+jets (middle) and l+jets (bottom). Left plots: exactly three jets.
Right plots: at least four jets. For the Medium NN tagger. The tt̄ cross
section is set to the measured value of 8.18 pb.
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Figure 8.12.: Monte Carlo composition for different jet multiplicity bins in the 0 b-
tagged sample. For the Medium NN tagger. For e+jets (top), µ+jets (mid-
dle) and l+jets (bottom). The tt̄ cross section is set to the measured value
of 8.18 pb.
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Figure 8.13.: Monte Carlo composition for different jet multiplicity bins in the 1 b-
tagged sample. For the Medium NN tagger. For e+jets (top), µ+jets (mid-
dle) and l+jets (bottom). The tt̄ cross section is set to the measured value
of 8.18 pb.
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Figure 8.14.: Monte Carlo composition for different jet multiplicity bins in the ≥ 2 b-
tagged sample. For the Medium NN tagger. For e+jets (top), µ+jets (mid-
dle) and l+jets (bottom). The tt̄ cross section is set to the measured value
of 8.18 pb.
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Figure 8.15.: Monte Carlo composition for the topological discriminant in the 0 b-
tagged subsample. The Medium NN tagger is used. For the combined
l+jets channel. The tt̄ cross section is set to the measured value of 8.18 pb.
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Tagger Method σ(tt̄) · B(t → Wq)2 [pb] R
Medium with topological discriminant 8.18+0.90

−0.84 0.968+0.092
−0.083

Medium without topological discriminant 9.15+1.23
−1.08 0.876+0.102

−0.098

Tight with topological discriminant 7.56+0.95
−0.87 1.016+0.108

−0.101

Tight without topological discriminant 7.91+1.16
−1.01 0.964+0.117

−0.115

Loose with topological discriminant 8.36+0.95
−0.85 0.982+0.083

−0.076

Table 8.17.: Results on σ · B2 and R for different methods and different b-tag working
points with the nuisance fit. Statistical and systematic uncertainties are in-
cluded.

8.6.3. Results for individual channels, for different b-tag working points and
methods

In order to check consistency between the e+jets and µ+jets channel and the effect of the
topological discriminant in the 0 b-tag subsample, the maximum likelihood fit is repeated for
these cases.

In Table 8.17 a comparison between using or not using the topological discriminant is pre-
sented. Furthermore, the tight and loose NN b-tag working points are used for the fit. In all
cases the nuisance parameter fit is applied. It can be seen from the table that the results are
consistent within uncertainties.

Not using the topological discriminant results in higher uncertainties. On R, the relative
uncertainty improves from ∼ 11 % without the topological discriminant to ∼ 9 % when
including the discriminant. The effect of the discriminant on σ · B2 is an improvement from
13 % to 11 %.

In Table 8.18 the results for the individual e+jets and µ+jets channels are presented for the
nuisance parameter fit method. In the µ+jets channel the measured R is higher than in the
e+jets channel, which is compatible with the low number of tt̄ events when performing a
stand-alone fit of the topological discriminant in the zero b-tagged subsample, as shown in
Fig. 8.8. Furthermore, the higher value of R is consistent with the observation in Fig. 8.11,
where a trend towards more b-tags in data can be seen. The lower result for R in the e+jets
final state is also consistent with the observation in Fig. 8.11. Within uncertainties, the indi-
vidual results from the e+jets and µ+jets channel are consistent with each other.

In Table 8.19 the results of the cross section and R measurement for different top quark masses
are listed. The results are shown with the statistical uncertainty only. The relative system-
atic uncertainty is assumed to be independent as function of the top quark mass. The fitted
σ(pp̄ → tt̄) · B(t → Wq)2 and R as function of the top quark mass are shown in Fig. 8.16. The
measured cross section as function of the top quark mass are compared to the calculations
from Kidonakis [15] and Cacciari [17]. A more detailed study of the dependence of the cross
section on the top quark mass is given in section 9.2. While the cross section measurement
shows a small dependence on the top quark mass, the measurement of R shows no depen-
dency within the studied range.
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Channel σ(tt̄) · B(t → Wq)2 [pb] R
l+jets 8.18+0.90

−0.84 0.968+0.092
−0.083

e+jets 8.45+1.61
−1.13 0.853+0.117

−0.109

µ+jets 8.25+1.16
−1.06 1.053+0.113

−0.100

Table 8.18.: Results for the e+jets, µ+jets and combined channels, using the nuisance
parameter fit for the Medium Tagger.

Top-Mass σ(tt̄) · B(t → Wq)2 [pb] R
165GeV 9.14+0.76

−0.72 0.949+0.070
−0.068

170GeV 8.63+0.70
−0.67 0.962+0.068

−0.066

175GeV 8.18+0.67
−0.64 0.968+0.067

−0.065

180GeV 7.87+0.66
−0.62 0.963+0.068

−0.066

Table 8.19.: Results of R and σtt̄ for different top masses in the l+jets channel. For the
nuisance parameter fit and medium NN b-tagger. Only statistical uncer-
tainties are included.
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Figure 8.16.: Fitted σ(pp̄ → tt̄) · B(t → Wq)2 (top: compared to Kidonakis, middle:
compared to Cacciari) and fitted R (bottom) as function of the top quark
mass.
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8.6.4. Result for σtt̄ with R = 1

The fitting procedure can be repeated with constraining one of the two observables. Fixing
R = 1 results in a standard top pair production cross section measurement. In contrast to the
standard cross section measurement with b-tags [11], the topological discriminant in the zero
b-tagged subsample can give additional sensitivity.

Table 8.20 lists the measured σtt̄ for the combined l+jets channel, with and without the topo-
logical discriminant in the 0 b-tag sample. As can be seen, the statistical and systematic un-
certainties with the topological discriminant are a bit smaller than without. The statistical
uncertainty of the measured top quark pair production cross section with R fixed is smaller
than for the simultaneous measurement. This behaviour is expected for correlated observ-
ables due to the increasing statistical uncertainty when increasing the number of free param-
eters. The systematic uncertainty, on the other hand, increases for the measurement with R
fixed. Comparing the systematic uncertainties for the one dimensional measurement of σ · B2

to the result from the simultaneous fit, as shown in Table 8.21, it can be noticed that the sys-
tematic uncertainty on the b-tag TRF dominates for the one dimensional measurement. In the
simultaneous measurement the b-tag TRF uncertainty is almost completely absorbed by R,
reducing the dependency of the cross section on the b-tag probability.

The measurements of R and σ · B2 both have the systematic uncertainty of the same order as
the statistical one. With few more data both results will be limited by the systematic error.
Assuming the same uncertainty on the b-tagging, the simultaneous measurement will result
in a smaller uncertainty on σ · B2 compared to the one dimensional fit for increasing statistics,
due to the b-tag uncertainty being almost completely absorbed in R.

Method σtt̄ standard [pb]
with topological discriminant 8.08+0.53

−0.52 (stat)+0.744
−0.736 (syst)± 0.49 (lumi)

without topological discriminant 8.19+0.55
−0.53 (stat)+0.790

−0.768 (syst)± 0.50 (lumi)

with topological discriminant, ≥ 4 jets 8.20+0.70
−0.67 (stat)+0.953

−0.966 (syst)± 0.50 (lumi)

σtt̄ with nuisance parameter fit [pb]
with topological discriminant 8.10+0.87

−0.81 (stat+syst)± 0.49 (lumi)

without topological discriminant 8.54+0.97
−0.91 (stat+syst)± 0.52 (lumi)

with topological discriminant, ≥ 4 jets 8.15+1.09
−1.03 (stat+syst)± 0.50 (lumi)

Table 8.20.: Results for σtt̄ with R = 1 fixed. The result for the Medium NN Tagger
with and without using the topological discriminant are shown. For the
standard method and the nuisance parameter fit.

8.6.5. Limits on R and Vtb

By definition the physically allowed region of R goes from zero to one. As the measurement
of R comes out close to the upper boundary, a lower limit on R can be extracted. Furthermore,
a lower limit on the CKM matrix element |Vtb| can be set.
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Summary of systematics on cross section with standard method

σ · B
2 [pb] (2D fit) σ · B

2 [pb] (R = 1 fixed)

Systematics source +σ −σ +σ −σ

Event preselection 0.237 -0.228 0.233 -0.224

Muon identification 0.091 -0.090 0.084 -0.084

Electron identification 0.114 -0.112 0.117 -0.115

Lumi reweight 0.041 -0.040 0.040 -0.040

Z pT reweight 0.005 -0.005 0.003 -0.003

signal modeling 0.000 -0.333 0.000 -0.259

EM triggers 0.053 -0.027 0.055 -0.028

Muon triggers 0.110 -0.101 0.102 -0.093

Jet triggers 0.017 -0.017 0.017 -0.017

Jet energy scale 0.486 -0.330 0.403 -0.336

Jet energy resolution 0.014 -0.000 0.012 -0.000

JetID 0.143 -0.149 0.143 -0.143

Taggability 0.091 -0.088 0.176 -0.172

Flavor dependence of taggability 0.000 -0.000 0.000 -0.009

b-tag TRF 0.098 -0.089 0.408 -0.385
c-tag TRF 0.056 -0.055 0.067 -0.066

light tag TRF 0.060 -0.059 0.054 -0.054

b fragmentation 0.099 -0.097 0.102 -0.099

ǫQCD in e+jet channel 0.014 -0.013 0.004 -0.013

ǫsig in e+jet channel 0.000 -0.018 0.000 -0.018

ǫQCD in µ+jet channel 0.022 -0.006 0.013 -0.009

ǫsig in µ+jet channel 0.000 -0.034 0.000 -0.028

MC background x-section 0.038 -0.038 0.036 -0.036

MC bkg scale factors 0.047 -0.047 0.044 -0.043

MC statistics on W fractions 0.020 -0.020 0.019 -0.019

MC statistics 0.023 -0.023 0.025 -0.025

W+jets heavy flavour scale factor 0.242 -0.242 0.216 -0.215

PDF 0.041 -0.043 0.023 -0.020

Statistics for matrix method 0.134 -0.133 0.114 -0.111

Total systematic 0.685 -0.666 0.744 -0.736

Table 8.21.: Systematic uncertainties for σtt̄ with R = 1 fixed (right) compared to the
simultaneous fit result (left) in the combined l+jets channel for the stan-
dard method. The Medium NN Tagger and the topological discriminant in
the 0 b-tag subsample are used. The column for the simultaneous fit result
corresponds to Table 8.15.

The limit setting procedure follows the likelihood ratio ordering principle from Feldman and
Cousins [37], as described in section 3.2. For twenty-one true values Rtrue between zero and
one, in steps of 0.05, 10.000 sets of pseudo-experiments were generated. All yields for signal,
Monte Carlo background and multijet backgrounds were varied according to the Poisson
distribution around the prediction for the measured tt̄ cross section value. The systematic
uncertainty is taken into account by varying all nuisance parameters according to a Gaussian
distribution with mean zero and standard deviation one.

For each set of ensembles a histogram with the distribution of the measured value Rmeas is
filled, and fitted with an asymmetric Gaussian. In order to interpolate between the Rtrue
values, the mean and the two sigmas of the fitted Gaussian are plotted versus Rtrue, shown in
Fig. 8.17.

Using in total 1000 interpolated values of Rtrue between zero and one, the 68 %, 95 % and 99%
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Figure 8.17.: Mean and sigma up and down of the fitted Gaussian for the different Rtrue.
Top: Fitted mean. Bottom left: Sigma to upper side of the fitted Gaussian.
Bottom right: Sigma to lower side of the fitted Gaussian.

regions of Rmeas are determined. In Fig. 8.18 the 68%, 95% and 99% Confidence Level bands
for Rtrue as a function of Rmeas are presented. For the measured value of R = 0.968 the lower
limits are

68 % C.L. : R > 0.879
95 % C.L. : R > 0.787

The extraction of lower limits on |Vtb| is done with two methods. The first method uses
the unitary constraint of the CKM matrix and the assumption that only three generations of
quarks exist. In that case the denominator in Eq. 8.1 is one, and |Vtb| =

√
R. In the second

method, these assumptions are dropped. |Vtb| can then be extracted by solving Eq. 8.1 for
|Vtb|. The latter results in

V2
tb =

R
1− R

(V2
ts + V2

td). (8.25)
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Figure 8.18.: The 68 % (inner band), 95 % (middle band) and 99 % (outer band) Confi-
dence Level bands for Rtrue as a function of Rmeas. The dashed line corre-
sponds to the measured value.

As the measured values of V2
ts and V2

td use the assumption of V2
tb = 1, an upper limit is set on

1− R
R

=
(V2

ts + V2
td)

V2
tb

. (8.26)

Assuming three generations of quarks, the lower limit on |Vtb| can be set to:

68 % C.L. : |Vtb| > 0.935
95 % C.L. : |Vtb| > 0.884

Using Eq. 8.26 the upper limit on 1−R
R yields:

68 % C.L. :
(V2

ts + V2
td)

V2
tb

< 0.141

95 % C.L. :
(V2

ts + V2
td)

V2
tb

< 0.266



8.7 Conclusion and outlook 119

8.7. Conclusion and outlook

The simultaneous measurement of R and σ · B2 presented with 900 pb−1, yields

R = 0.968+0.092
−0.083 (stat+syst)

σ(pp̄ → tt̄) · B2(t → Wq) = 8.18+0.90
−0.84 (stat+syst)± 0.50 (lumi) pb.

Both measured values, R and σ(pp̄ → tt̄) · B2(t → Wq), are consistent with theoretical
calculations within their uncertainty. Using 230 pb−1 of data, DØ has measured R to be
1.03+0.19

−0.17 (stat+syst) [151]. The discussed analysis uses the same method to extract R with im-
proved handling of the efficiency and event b-tag probability for the tt̄ → bq` and tt̄ → q`q`

samples. More details on the previous measurement can be found in [152]. The CDF collab-
oration did a measurement of R in 2005, fixing the tt̄ cross section to the theoretical calcula-
tion [153, 154].

Figure 8.19 compares the current measurement of R to the existing measurements from CDF
and DØ. All measurements are in good agreement with the standard model value of R = 1
and in agreement with each other. The uncertainty of the presented measurement is by more
than a factor of two decreased compared to the last measurement from DØ, and represents
the most precise measurement of R until today.

The tt̄ cross section measurement was the most precise single measurement when per-
formed in summer 2007. The recently performed combination of the tt̄ cross section with
b-tagging and topological information in the l+jets channel results in a cross section of
7.42 ± 0.53 (stat) ± 0.46 (syst) ± 0.45 (lumi) pb [11], yielding a smaller relative uncertainty.
Both tt̄ cross section measurements are fully in agreement with each other.

As the statistical uncertainty decreases with increasing data sets, the simultaneous measure-
ment with R can result in a more precise cross section measurement due to the correlation
and absorption of dominating systematic sources. An extension of topological information in
different b-tag subsamples might result in further improvement on both quantities, σ · B2 and
R.

Besides being interesting in itself, the measurement of R can be combined with the mea-
surement of the single top quark production cross section in the s- and t-channels in order
to obtain a measurement of the CKM matrix elements |Vtq|, without assumptions about the
unitarity of the CKM matrix and the number of quark families, as discussed in [155].

At the LHC, which produces a much higher number of tt̄ events and will deliver a large
instantaneous and integrated luminosity, the uncertainty on the measurement of R will be
dominated by the systematic errors. An improvement on R relative to the presented result
will rely on the precise understanding of the b-tagging at Atlas and CMS. The inclusion of
more final states, as for example the dilepton channel, might help to improve the measure-
ment and certainly opens the possibility of combining the measurement with more or other
observables than the tt̄ cross section.
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Figure 8.19.: Comparison of R measurements from CDF and DØ.



9. Interpretations of the top quark pair
production cross section

In this chapter interpretations of the measured top quark pair production cross section in the
l+jets and the dilepton channel are presented. The first interpretation concerns the ratio of the
cross section measured in the l+jets over the cross section measured in the dilepton channel.
This cross section ratio can be used to set a limit on a simple model involving charged Higgs
bosons. A second interpretation is the extraction of the top quark mass from the cross section,
by comparing the theoretical prediction of σtt̄ to the measured tt̄ cross section as function of
the top quark mass.

9.1. Measurement of the cross section ratio Rσ = σl+jets/σdilepton

The measurement presented in chapter 8 is based on the assumption that the top quark always
decays into a W boson and a b quark: B(t → Wb) = 100%. From the cross section measured
in the l+jets channel and the dilepton channel, the ratio

Rσ =
σ(tt̄)l+jets

σ(tt̄)dilepton
(9.1)

can be used to study alternative decays beyond the Standard Model [156]. σ(tt̄)l+jets and
σ(tt̄)dilepton are the cross sections measured assuming Standard Model branching ratios.

A deviation from the SM prediction Rσ = 1 would indicate new physics with a non-vanishing
branching ratio B(t → Xb) with X being any particle but the W boson. In particular, X is
interpreted as a charged Higgs boson H± in a simple model, where the boson mass is close
to the W mass, B(H± → cs) is 100 % and the event kinematics of the t → H+b and t → Wb
decays are similar.

9.1.1. Extraction of the cross section ratio Rσ

For the extraction of the cross section ratio Rσ the measurement of the cross section in the
l+jets channel and the dilepton channels are used. In the l+jets channel also dileptonic events
contribute. For the ratio it is therefore essential to minimise this contribution. Therefore the
l+jets measurement is restricted to the subsample with at least four jets, as the contribution
of dilepton events in the l+jets subsample with exactly three jets can not be neglected. Fixing
R to one, the cross section in the l+jets channel is measured as

σ(tt̄)l+jets = 8.27+0.96
−0.95 (stat+syst)± 0.51 (lumi) pb . (9.2)

In the tt̄ dilepton channel the combination of the channels with two muons (µµ), two electrons
(ee) or one muon and one electron (eµ) is used [157]:

σ(pp̄ → tt̄)dilepton = 6.8+1.2
−1.1 (stat)+0.9

−0.8 (syst)± 0.4 (lumi) pb. (9.3)
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Pseudo experiments are generated, in order to take the correlation between the systematic
uncertainties into account properly. The uncertainties on the lepton identification, primary
vertex identification, muon trigger, jet energy calibration, jet identification, jet resolution and
the NLO cross section of the diboson background are assumed to be 100% correlated between
the l+jets and dilepton channels. All other uncertainties are assumed to be uncorrelated. The
uncertainty on the integrated luminosity cancels in the ratio and is excluded.

The generation of ensembles in the l+jets channel is done in the same way as described in
section 8.6.5. In the dilepton channel the mean value of the cross section, extracted in each
channel, is smeared with a Gaussian distribution in order to take into account the systematic
uncertainties. The background yield and the number of observed events then is allowed to
fluctuate in each subchannel according to a Poisson distribution.

In order to generate probability densities for measured versus true Rσ, σ(tt̄)l+jets is varied
from 6 pb to 15 pb in steps of 0.5 pb, and the measured cross section for σ(tt̄)dilepton is used
as true σ(tt̄)dilepton. For each Rσ a set of 10.000 ensembles are generated. The set of ensembles
for each true Rσ is then fitted with a Gamma distribution

f (x) = n
(b(x− s))(ab) · b · e−b(x−s)

Γ(ab + 1)
(9.4)

where x is the measured value of Rσ, and n, a, b and s are the fit parameters. The Gamma
distribution is chosen as it fits best the probability density functions resulting from the en-
sembles. An interpolation between the different true Rσ can be done in the same way as
in section 8.6.5, and continuous confidence intervals are calculated following the Feldman
Cousins method.

Figure 9.1 shows the 68 %, 95 % and 99 % Confidence Level bands. The calibrated value of
Rσ is extracted by calculating the most probable true Rσ at the point of the measured value of
Rσ. The total uncertainty on the calibrated value is given by the 68 % C.L. band.

For the measured value Rσ = 1.22, obtained by simply dividing the cross sections given in
Eq. 9.2 and Eq. 9.3, the final calibrated result comes out as

Rσ = 1.22+0.27
−0.26 (stat+syst)

The simple division of the cross section in the l+jets by the cross section in the dilepton chan-
nel yields Rσ = 1.21 ± 0.30, i. e. the uncertainty is only slightly larger than for the result
with correct treatment of the systematic uncertainties. This means the correlation between
the systematic uncertainties is small.

9.1.2. Extraction of B(t → H+b) from the cross section ratio Rσ

A top quark decay into a non-SM particle, which leads to a larger contribution to the l+jets
than the dilepton channel, would lead to Rσ > 1. A simple model is studied, where it is
assumed that the top quark can decay into a charged Higgs boson t → H+b (and into the
charged conjugated state), with H+ → c̄s in 100%. The charged Higgs mass is assumed to be
80 GeV and the kinematics is assumed to be the same as for t → Wb.

Such a model with 100 % decay of charged Higgs into jets could be realized in certain Multi-
Higgs-Doublet Models (MHDM) [28]. At the Tevatron, such a leptophobic charged Higgs
boson with mass about the W mass may be important for tan β ≤ 3.5 [29]. Another possibility
to realise the assumed model are large radiative corrections from SuSy-braking effects, that
lead to a suppression of H+ → τν within the MSSM [35]. The measured cross section in the
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Figure 9.1.: Feldman Cousins confidence level bands for Rσ. Rtrue are the generated
values and Rmeas the measured values of Rσ. The blue line shows the cali-
brated value, the black lines the one sigma uncertainty. At the vertical black
dashed line the expected limit can be extracted.

l+jets channel can be written as

σ(tt̄)l+jets =
Nl+jets

Ll+jetsεSM
l+jetsBSM

l+jets
=:

σl+jets

BSM
l+jets

(9.5)

where εSM
l+jets is the selection efficiency for tt̄ in the l+jets channel, obtained assuming SM

production and decay, BSM
l+jets is the branching ratio in the SM decay and Nl+jets are the number

of tt̄ events in the l+jets final state. Ll+jets denotes the integrated luminosity used for the cross
section measurement in the l+jets channel. σl+jets is the effective cross section in the l+jets
channel.

The measured cross section in the dilepton channel can be written similarly

σ(tt̄)dilepton =
Ndilepton

LdileptonεSM
dileptonBSM

dilepton
=:

σdilepton

BSM
dilepton

(9.6)

In the assumed model the selection efficiency is the same as the one in the SM, therefore
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ε = εSM
l+jets. The following definitions, relations and abbreviations are introduced:

B(W → lν) = B(W → eν) + B(W → µν) + B(W → τν → eνν) + B(W → τν → µνν)
B := B(t → H+b) = 1− B(t → Wb)

BSM
l+jets := 2 · B(W → lν)B(W → qq)

BSM
dilepton := (1− B(W → qq))2 (9.7)

and σtt̄ is the tt̄ production cross section, independent of the top quark decay.

Due to the dilepton contribution in the l+jets channel one can write

σl+jets = σt̄t ·{2(1−B)B(W→ lν)·[(1−B)B(W→qq)+B]+k·(1−B)2[1−B(W→qq)]2} (9.8)

where k =
εSM

dilepton(l+jets)

εSM
l+jets

, and εSM
dilepton(l+jets) is the probability for dileptonic events to pass the

l+jets selection.

In the dilepton channel σdilepton is

σdilepton = σtt̄ · B2(t → Wb) · B2(W → lν) (9.9)

Inserting Eq. 9.5 and 9.6 into Eq. 9.1 yields

Rσ =
σl+jetsBSM

dilepton

σdileptonBSM
l+jets

= 1 +
B

1− B
· 1

B(W → qq) + 0.5 · k · A
(9.10)

with A = [1− B(W → qq)]2 /B(W → lν).

Solving Eq. 9.10 for B(t → H+b) results in the final formula

B(t → H+b) =
(B(W → qq) + 0.5 · k · A) · (Rσ − 1)

1 + (B(W → qq) + 0.5 · k · A)(Rσ − 1)
(9.11)

The factor k is 0.064 for the average over the e+jets and µ+jets final states. This value is
calculated by inserting the selection efficiencies εSM

e+jets = 0.1116 and εSM
µ+jets = 0.0984. The

efficiencies εSM
dilepton(e+jets) = 0.0072 and εSM

dilepton(µ+jets) = 0.0062 are taken for the dilepton
events, respectively. With B(W → qq) = 0.676 and B(W → lν) = 0.25 all parameters except
for Rσ are fixed in Eq. 9.10.

In order to extract the calibrated value of B and set limits, the same procedure of generating
ensembles as for Rσ is repeated. An asymmetric Gaussian distribution is used for the fit to
the distributions for each true B. The measured branching ratio is

B(t → H+b) = 0.13+0.12
−0.11 (stat+syst) (9.12)

As no deviation from the Standard Model value of B(t → H+b) = 0 can be observed limits
on B(t → H+b) = 0 are set. The limit setting yields an observed limit of

B(t → H+b) < 0.35 (9.13)

at 95 % Confidence Level, and an expected limit for B = 0 of

B(t → H+b) < 0.25 (9.14)

at 95 % Confidence Level, assuming mH+ = mW .
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Figure 9.2.: Feldman Cousins confidence level bands for B = B(t → H+b). Btrue are
the generated values and Bmeas the measured values of B. The horizontal
lines show the calibrated value and the 95 % Confidence Level limit. At the
vertical black dashed line the expected limit can be extracted.

9.1.3. Conclusion

The cross section ratio has been measured by the DØ collaboration in Run I with 125 pb−1 [14].
A newer result has been published by CDF, measured with 200 pb−1 of data in Run II [158].
At CDF the inverse of the cross section ratio was measured to be 1/Rσ = 1.45+0.83

−0.55. Based on
the measurement a limit was set on the t → Xb decay, where hadronically decaying X and
equal event kinematics of the standard and non-standard decay are assumed. The reported
limit from CDF is B(t → Xb) < 0.46 at 95 % Confidence Level. The analysis presented here
shows an almost 30 % improvement compared to the previous limit of CDF.

The limit on the leptophobic charged Higgs model represents an example of how to extract
further information using already analysed results. The ratio Rσ is also interesting on its
own, as many systematic uncertainties, like the luminosity error, cancel. Deviations from the
Standard Model expectation of Rσ = 1 can be interpreted as a sign for new physics.
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9.2. Extraction of the top quark mass from the cross section
measurement

The tt̄ cross section is extracted for several different top quark masses. Reversely, this depen-
dence can be exploited to measure the top quark mass using the cross section measurement
by comparison with the theoretical predictions. As part of this thesis the experimental input
to the mass extraction from cross section has been delivered.

The value of the quark masses depends on the renormalisation scheme [159–161]. For the
extraction of this parameter, which is for example an important parameter in electroweak
fits, it is therefore essential to use a well-defined renormalisation scheme. Direct top quark
mass measurements, like for example with template, ideogram, neutrino weighting or matrix
element methods, use top mass information from tt̄ Monte Carlo. The simulation only uses
leading-order matrix elements, followed by parton showers, in which the renormalisation
scheme is not well-defined.

An alternative measurement of the top quark mass is the extraction from the tt̄ cross section
measurements [10, 11]. Besides the simplicity of the cross section measurement in contrast
to the complicated and advanced methods used in direct top quark mass measurements, the
cross section extraction does not rely on the simulation except for the determination of se-
lection and b-tag efficiencies. Topological and kinematical distributions are not expected to
change much with additional NLO corrections. Furthermore, complementary information
can be extracted, since the experimental uncertainties in direct top quark mass measurements
are different to the experimental uncertainties in cross section measurements.

The top mass extraction from the cross section measurement is done by comparing the mea-
sured cross section as function of the top quark mass with two theoretical calculations from
Kidonakis [15] and Cacciari [17]. The calculations are fully inclusive calculations in higher-
order QCD including soft gluon resummations, representing the most complete calculations
available. They are computed using the pole mass definition for the top quark mass. There-
fore extracting the top quark mass from the comparison of those calculations with the cross
section measurement results in the pole mass. In a very simple extraction, described in detail
in [10], the systematic uncertainties from the measured cross section are assumed to be in-
dependent from the theoretical cross section uncertainty. The cross section values, measured
simultaneously with the ratio of branching fractions R, presented in Table 8.19 in section 8.6,
are used for the extraction.

Figure 9.3 (left) shows the measured cross section compared to the calculation from Kidon-
akis, while Fig. 9.3 (right) shows the comparison to the calculation from Cacciari. The inter-
section of the parametrisation of the measured cross section and the theory calculation gives
the central value of the top quark mass. The intersections of the error bands yield the system-
atic uncertainty. The top quark mass comes out as

Mt = 166.9+5.9
−5.2 (stat+syst)+3.7

−3.8 (theory) GeV [10] (9.15)

when compared to Kidonakis and

Mt = 166.1+6.1
−5.3 (stat+syst)+4.9

−6.7 (theory) GeV [10] (9.16)

for the comparison to Cacciari.

The same extraction of the top mass from cross section is done for the dilepton channel, re-
sulting in masses fully in agreement with Eq. 9.15 and 9.16. All extracted top masses are
in agreement with the world average top quark mass from direct mass measurements of
172.6± 1.4 GeV.
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Figure 9.3.: Top mass extraction from tt̄ cross section with theory calculation from Ki-
donakis (left) and Cacciari (right) [10]. The vertical lines show the intersec-
tions that are used to determine the uncertainty on the top mass. At the
time of the cross section extraction the world average top quark mass was
170.9± 1.9 GeV.

The presented measurement represents the first extraction of the top quark mass from a cross
section measurement. Based on the combined tt̄ cross section in the l+jets channel from
a topological and b-tag analysis, a more elaborated analysis has been developed from the
simple interpretation [11]. This procedure is repeated on the top pair production cross sec-
tion combination in the l+jets, dilepton and τ+lepton channel, which will be discussed in
section 11.1. The extraction of the top quark mass from that cross section is discussed here
briefly [162].

Improved extraction on a more recent dataset

A more elaborate procedure to extract the top quark mass from a cross section measure-
ment [162] is based on the combined measurement of σtt̄ in the l+jets, dilepton and τ+lepton
channel. The combination of the cross section will be discussed in section 11.1 together with
the search for charged Higgs bosons. The cross section values obtained with the nuisance
method from Table 11.6 are used. The measurement is compared to a new NLO QCD cal-
culation including soft-gluon resummation in next-to-leading logarithms (NLL) [163] and a
calculation that contains all logarithms in NNLL that are relevant for a next-to-next-to-leading
order (NNLO) calculation. The latter is therefore called NNLOapprox [18, 19]. The PDF set is
updated to CTEQ6.6 [20].

In contrast to the simple extraction by using the intersections, a method based on a likelihood
is used here. Each experimental cross section result is represented as a Gaussian likelihood
function centred around the measured value and including all systematic uncertainties.

The uncertainty on the theory calculation is dominated by two sources of systematic errors:
The uncertainty on the parton distribution function and on the variation of the factorisation
and renormalisation scale. The factorisation and renormalisation scale are set to the top mass.
The scale uncertainty is estimated by changing both scales to half and twice the top quark
mass. While the PDF uncertainties are modelled by a Gaussian likelihood, the scale uncer-
tainty is represented by a constant within the ranges of the systematic uncertainty and zero
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elsewhere. Both functions are convoluted, and the resulting theory likelihood is multiplied
with the experimental one.

The influence of the choice of the step function for the scale uncertainty has been checked by
using 90 % confidence level for the central region and 10 % for twice the region or including
the relation of cross sections and the scale into the function [164]. No effect of the different
choices on the resulting top mass uncertainty can be observed.

The final likelihood function depends on the tt̄ cross section and top mass. By integration
over the cross section space the joint likelihood function only depends on the top quark mass.
The minimum of this likelihood yields the central top quark mass and the integration over
the top quark mass results in the 68 % confidence region.

The extraction of the top quark mass yields

Mt = 167.8± 5.7 (stat+syst) GeV [162] (9.17)

when compared to NLO+NLL [163], and

Mt = 169.6+5.4
−5.5 (stat+syst) GeV [162] (9.18)

for the comparison to NNLOapprox [18]. The theoretical and experimental cross section as
function of the top mass together with the joint likelihood function are shown in Fig. 9.4.

All extracted top quark masses are in agreement with the world average value of 172.6 ±
1.4 GeV within the given uncertainties. However, it has to be stressed that the top mass ex-
tracted from the cross section measurement is not necessarily the same quantity as the world
average. While the first gives the top mass in its pole mass definition, for the latter it is still
under discussion to which mass scheme the value corresponds.

The uncertainty on the mass extracted from the cross section measurement has still a large
uncertainty. A smaller uncertainty could be achieved by a flatter dependency of the measured
cross section from the top mass. This would require a loosening of cuts like the leading jet pT
cut in the l+jets channel, in which the efficiency to pass the cut depends on the phase space
of the b-quark from top decay and thus on the top quark mass.
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Figure 9.4.: Top mass extraction from combined tt̄ cross section with theory calculation
from Cacciari (left) and Moch and Uwer (right). The joint likelihoods are
shown as well [162].



10. Search for Higgs bosons in the tt̄H
channel

The top quark is the heaviest known quark, and has therefore the strongest coupling to the
Higgs boson. The associated production of a Higgs boson and a top-antitop quark pair is
the only channel where the Yukawa coupling of the top quark and the Higgs boson can be
studied directly. Based on the simultaneous measurement of σ · B2 and the ratio of branching
fractions R, a search for the Higgs boson in the tt̄H channel is derived [165, 166]. The tt̄ and
tt̄H cross sections are fitted simultaneously, using events with 3, 4 and ≥ 5 jets and 0, 1, 2 and
≥ 3 b-tags. The Higgs boson is assumed to decay into a bottom-antibottom quark pair. This
decay dominates for light Higgs, as shown in Fig. 2.5 (right) in section 2.1.3. Limits are set
with the Feldman Cousins limit setting procedure.

Based on the idea of the simultaneous measurement an extension is performed, including
topological information. The limit setting is done with a modified frequentist approach, as
described in [42, 43] and outlined briefly in section 3.3. This limit setting procedure has the
advantage that Higgs searches in other channels use it. The common use of one method of
limit setting simplifies the combination of the different searches.

10.1. Data, Monte Carlo and predicted yields

For the simultaneous fit of σtt̄ and σtt̄H, the same data sample and backgrounds are used as
for the measurement of the ratio of branching fractions R. For each sample Standard Model
couplings are assumed. The tt̄H signal sample is simulated with PYTHIA for various Higgs
masses between 105 and 155 GeV. The factorisation scale is set to ((2mt + mH)/2)2 = (mt +
mH/2)2 and the CTEQ6L1 PDF is used.

The event selection criteria are exactly the same as in the measurement of R, described in
section 8. Subsamples with ≥ 4 jets and ≥ 2 b-tags are further split into samples with 4 and
≥ 5 jets as well as 2 and≥ 3 b-tags. Figure 10.1 shows the selection efficiency before b-tagging
for the tt̄H sample versus Higgs mass. As can be seen, the selection efficiency increases with
increasing Higgs mass for events with ≥ 5 jets, but decreases a bit in the subsample with 4
jets. As the momentum of the two jets from the Higgs increases with increasing Higgs mass,
the probability to reconstruct five jets with pT ≥ 20 GeV increases. In Fig. 10.2 the 1, 2 and≥ 3
b-tag probability versus Higgs mass are plotted. The probability is constant with the Higgs
mass, as expected because of constant Tag Rate Functions for jet pT of ' 30 GeV and larger
(see section 5.7 for details).

Table 10.1 shows the number of expected and observed events in different jet and b-tag mul-
tiplicity subsamples. The assumed tt̄ cross section is 7.3 pb, i. e. the theory prediction at a
top quark mass of 172.6 GeV. The tt̄H cross sections is set to the Standard Model prediction
as shown in Fig. 2.5 (left) in section 2.1.3.
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Figure 10.1.: Selection efficiency of tt̄H versus Higgs mass in the 4 and ≥ 5 jet multi-
plicity sample. Left: e+jets; Right: µ+jets.
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Figure 10.2.: b-tag probability of tt̄H versus Higgs mass in the 4 and≥ 5 jet multiplicity
sample. Left: e+jets; Right: µ+jets. Top: 1 b-tag; Middle: 2 b-tags; Bottom:
≥ 3 b-tags.
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e+jets
4j1t 4j2t 4j3t 5j1t 5j2t 5j3t

tt̄H Signal 0.029 0.026 0.01 0.036 0.040 0.026
tt̄ & bkg 65.483 25.923 1.649 14.371 6.808 0.560
Observed 66 19 2 22 5

µ+jets
4j1t 4j2t 4j3t 5j1t 5j2t 5j3t

tt̄H Signal 0.017 0.016 0.007 0.026 0.030 0.020
tt̄ & bkg 55.997 23.224 1.425 12.081 5.428 0.460
Observed 71 24 1 20 6 1

Table 10.1.: Number of tt̄H signal and background events in the 4 jet 1 b-tag sample
(4j1t) to the≥ 5 jet≥ 3 b-tag sample (5j3t). The Higgs mass is set to 105 GeV.

10.2. Simultaneous fit of the tt̄ and tt̄H cross section

The simultaneous fit of σtt̄ and σtt̄H is based on the procedure of the simultaneous fit of σ · B2

and R, as described in section 8. The method considers subsamples with ≥ 3 b-tags and ≥ 5
jets separately. No topological discriminant in the zero b-tag sample is used. The likelihood
function in the maximum likelihood procedure, described in section 8.1, can here be written
as

L1 = ∏
i
P(ni, µi(σtt̄, σtt̄H)) . (10.1)

i is the product runs over 24 independent data sets: e+jets and µ+jets with 3, 4 and ≥ 5 jets
in the subsamples with 0, 1, 2 or ≥ 3 b-tagged jets.

The sources of systematic uncertainties are the same as for the simultaneous measurement of
R and σ · B2. The main background to tt̄H in the high jet multiplicity bins arises from tt̄ events,
with additional production, e. g. due to additional gluon radiation with the gluon decaying
into bb̄ ( tt̄bb̄). As this specific background contribution is not taken into account separately,
the total amount of tt̄bb̄ events is estimated from an inclusive tt̄ sample. In PYTHIA, the tt̄bb̄
contribution has been estimated to be 2% of the tt̄ sample in the ≥ 5 jet ≥ 3 b-tag multiplicity
subsample. Conservatively, an uncertainty of 100% is assigned on the 2% contribution in the
≥ 3 b-tag subsample. Table 10.2 shows a breakdown of the systematic uncertainties of σtt̄ and
σtt̄H, respectively. The table represents the measurement for a Higgs mass of 105 GeV. Al-
though upper limits on the mass of Standard Model Higgs bosons of 114.4 GeV are measured
by LEP [167], lower Higgs masses can be interesting in models beyond the Standard Model.
The source of systematic error due to the tt̄bb̄ contribution shows to be small in the simulta-
neous fit of σtt̄ and σtt̄H. The main uncertainty on σtt̄H is the statistical uncertainty. The largest
systematic uncertainty comes from the uncertainty on the b-tag TRFs. The nuisance parame-
ter fit for the signal modelling, i. e. the difference between ALPGEN and PYTHIA, results in a
large change (offset) of the measured σtt̄H with respect to the cross section measured using the
statistical error only. ALPGEN and PYTHIA differ especially for high jet multiplicities, where
the highest sensitivity to σtt̄H lies.

For each Higgs mass between 105 GeV and 155 GeV, varied in steps of 10 GeV, σtt̄ and σtt̄H
are fitted. Table 10.3 shows the results of the nuisance parameter fit. The tt̄ cross section
stays constant when changing the Higgs mass. All fitted tt̄H cross sections are negative, but
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consistent with zero within the assigned uncertainty. As the total uncertainty on tt̄H gets
smaller for higher Higgs mass, the sensitivity increases.

σtt̄ [pb] σtt̄H [pb]

result +σ −σ result +σ −σ

Statistical only fit 8.20 +0.58 -0.58 0.017 +0.172 -0.109

Systematics source Offset +σ −σ Offset +σ −σ

Event preselection 0.00 0.25 -0.21 0.000 0.000 -0.009

Muon identification -0.02 0.09 -0.08 0.000 0.000 0.000

Electron identification 0.04 0.13 -0.11 0.000 0.017 -0.011

Lumi reweight 0.00 0.04 -0.04 0.000 0.000 -0.001

Z pT reweight -0.00 0.01 0.00 0.000 0.000 -0.001

signal modeling -0.10 0.06 0.00 -0.055 0.000 0.000

EM triggers 0.01 0.06 -0.05 0.000 0.007 -0.007

Muon triggers -0.03 0.09 -0.09 0.000 0.000 0.000

Jet triggers 0.00 0.00 -0.02 0.000 0.000 -0.003

Jet energy scale -0.17 0.21 -0.16 -0.036 0.000 0.000

Jet energy resolution -0.00 0.00 0.00 0.000 0.000 0.000

JetID -0.02 0.13 -0.11 -0.002 0.000 0.000

Taggability 0.07 0.19 -0.17 0.002 0.027 -0.019

Flavor dependence of taggability -0.00 0.00 0.00 0.000 0.000 -0.002

b-tag TRF 0.31 0.39 -0.34 0.016 0.081 -0.057

c-tag TRF 0.01 0.06 -0.06 0.000 0.000 -0.003

light tag TRF 0.00 0.05 -0.05 -0.000 0.000 0.000

tt̄bb̄ correction -0.00 0.03 0.00 0.000 0.000 -0.009

b fragmentation 0.00 0.11 -0.10 0.000 0.002 -0.002

ǫQCD in e+jet channel -0.00 0.04 0.00 -0.001 0.014 0.000

ǫsig in e+jet channel 0.00 0.00 -0.00 -0.000 0.000 0.000

ǫQCD in µ+jet channel -0.00 0.03 0.00 0.000 0.000 -0.001

ǫsig in µ+jet channel -0.00 0.04 0.00 -0.000 0.009 0.000

MC background x-section 0.00 0.04 -0.04 0.000 0.000 -0.008

MC bkg scale factors -0.00 0.05 -0.05 0.000 0.000 -0.009

MC statistics on W fractions 0.00 0.02 -0.02 0.000 0.000 -0.008

MC statistics 0.00 0.03 -0.02 -0.000 0.000 -0.009

MC statistics on tt̄H 0.00 0.00 -0.01 0.000 0.000 -0.005

W+jets heavy flavor scale factor 0.04 0.21 -0.22 -0.003 0.000 0.000

PDF 0.00 0.00 -0.01 0.000 0.000 -0.002

Statistics for matrix method -0.02 0.00 0.00 -0.005 0.000 0.000

Luminosity uncertainty -0.00 0.55 -0.46 0.000 0.000 0.000

Total systematics +0.11 +0.85 -0.73 -0.081 +0.089 -0.065

result +σ −σ result +σ −σ

Nuisance parameter fit 8.36 +1.08 -0.98 -0.032 +0.174 -0.100

Table 10.2.: Result for σtt̄ and σtt̄H from the simultaneous fit. The Higgs mass is cho-
sen as 105 GeV. The first line shows the result with no systematic errors
included, the last line with all systematic uncertainties included.

As no sign for tt̄H can be observed, limits on σtt̄H × B(H → bb̄) are calculated with the fre-
quentist approach of Feldman and Cousins. The procedure is the same as described in sec-
tion 8.6.5. For each generated Higgs mass, the limit setting procedure is repeated.

The observed and expected 95 % Confidence Level limits and the 68 % error band around the
expected limit are shown in Fig. 10.3. The observed limit is slightly better, but close to the
expectation.
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mH [GeV] σtt̄ [pb] σtt̄H × B(H → bb̄) [pb]

105 8.36+1.08
−0.98 −0.032+0.174

−0.100

115 8.36+1.08
−0.98 −0.019+0.168

−0.099

125 8.36+1.08
−0.97 −0.024+0.154

−0.091

135 8.35+1.08
−0.97 −0.013+0.155

−0.090

145 8.35+1.08
−0.97 −0.014+0.155

−0.090

155 8.35+1.08
−0.97 −0.016+0.147

−0.086

Table 10.3.: Fitted σtt̄ and σtt̄H × B(H → bb̄) for different Higgs masses. For the nui-
sance parameter fit. The luminosity uncertainty is included.
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Figure 10.3.: The 95 % CL upper expected (red) and observed (blue) limit on
σtt̄H × B(H → bb̄). The theory prediction (green) is a NLO SM calculation.

Figure 10.4 shows the limits divided by the NLO σtt̄H × B(H → bb̄) prediction. Due to the
steeply falling theoretical cross section as function of Higgs mass this ratio is about 70 for a
105 GeV Higgs, and grows to more than 1000 for a Higgs mass of 155 GeV.
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e+jets
4j1t 4j2t 4j3t 5j1t 5j2t 5j3t

Signal 0.0675 0.0684 0.0318 0.0765 0.0882 0.0669
tt̄ 110± 0.6 60.5± 0.4 5.98± 0.12 25.2± 0.3 15.0± 0.2 1.97± 0.07
non-tt̄ Bkg 62± 2.7 8.0± 0.6 0.25± 0.15 12.5± 1.4 2.2± 0.7 0.08± 0.23
Observed 179 57 10 42 22 3

µ+jets
4j1t 4j2t 4j3t 5j1t 5j2t 5j3t

Signal 0.0433 0.0462 0.0237 0.0555 0.0684 0.0504
tt̄ 91± 0.5 51.5± 0.4 5.04± 0.11 20.5± 0.2 12.1± 0.2 1.47± 0.05
non-tt̄ Bkg 56± 2.5 7.4± 1.1 0.60± 0.44 12.5± 1.4 1.6± 0.4 0.14± 0.11
Observed 170 68 9 44 20 2

Table 10.4.: Summary of expected and observed yields for different final states from the
4 jet 1 b-tag sample (4j1t) to the ≥ 5 jet ≥ 3 b-tag sample (5j3t) [165]. The ex-
pectations are shown for a Higgs mass of 105 GeV. The uncertainties are sta-
tistical only. The uncertainties on the signal are of the order ±0.001− 0.002

10.3. Topological analysis

The method presented in section 10.2 relies only on event counting, no topological informa-
tion is used. Furthermore, the analysis and limit setting method is different from the one used
for other Higgs bosons search channels, which would lead to complications for the combina-
tion with those channels.

The search for the Higgs boson in tt̄H is extended by including topological information, us-
ing the CLs limit setting procedure and a two times larger data set of 2.1 fb−1. The analysis
is briefly discussed here and has been published as a conference note in [166]. As part of
this thesis the selection efficiencies, b-tag probabilities, HT distributions and systematic un-
certainties for the data set of 0.9 fb−1 were contributed to this analysis. The calculations from
the additional 1.2 fb−1 data set and the limit setting were done by other collaborators [165].

The study of topological variables to discriminate tt̄H from tt̄ and other backgrounds show
that HT, the scalar sum of jet pT’s of the five leading jets, is a good candidate.

In Fig. 10.5 the HT distributions for all channels with 4 or ≥ 5 jets and 1, 2 or ≥ 3 b-tags in the
full data set of 2.1 fb−1 are shown. A tt̄ cross section of 7.3 pb is assumed. The contribution of
the tt̄H signal for a Higgs boson mass of 105 GeV is multiplied by a factor of 100 and overlaid
(solid black histogram). The HT distributions peak at larger values for tt̄H events than for tt̄.

In Table 10.4 the predicted and observed number of events in the different final states are
listed. The tt̄H yields are shown for a SM Higgs boson mass of 105 GeV. The tt̄ contribution is
calculated for a theoretical tt̄ cross section of σtt̄ = 7.3 pb at a top quark mass of 172.6 GeV. The
lower number of expected events in the subsamples indicates that the data prefers a higher tt̄
cross section, which is consistent with the measurements of σtt̄ in this thesis. An uncertainty
of 10 % is assigned on the theoretical tt̄ cross section. Within the statistical and systematic
uncertainties, the expected and observed tt̄ and non-tt̄ backgrounds are consistent with the
number of observed events in all subsamples. In all subsamples of the µ+jets channel the
number of observed events is larger than the number of predicted events. This reflects again
the lower assumed σtt̄ then measured in the data, which is more significant for µ+jets than
for e+jets in the full data sample.
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Figure 10.5.: HT distributions corresponding to a data set of 2.1 fb−1 [166]. Top: 1 b-tag;
Middle: 2 b-tags; Bottom: ≥ 3 b-tags. Left: 4 jets; Right: ≥ 5 jets. The
e+jets and µ+jets final states are combined. The tt̄H signal is plotted for
a Higgs mass of 105 GeV and σ(tt̄H)× B(H → bb̄) to 5.5 fb. The signal is
enhanced by a factor of 100.

As no evidence for SM tt̄H production can be seen, limits are set on σtt̄H × B(H → bb̄). The HT
distributions for 12 different channels, namely the subsamples with 1, 2 and ≥ 3 b-tags, 4 and
≥ 5jets in e+jets and µ+jets final states are used as inputs to the limit calculation. The limit
is determined with a modified frequentist approach as presented in section 3.3 and described
in detail in [38]. The method uses pseudo-experiments including systematic errors, similar
to the Feldman Cousins method presented in section 8. Similar to the nuisance parameter
method, the limit program allows the fit of systematic uncertainties to the data. Letting the
tt̄ cross section float within its uncertainty in the background-only hypothesis, a 0.7σ = 7%
higher cross section than the input is measured, i. e. the top pair production cross section is
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Figure 10.6.: The 95% CL upper expected (red) and observed (blue) limit on σtt̄H ×
B(H → bb̄) as a function of the Higgs mass over the NLO SM calculation
(left) and observed and predicted LLR as a function of the Higgs mass
(right) [166].

fitted to 7.8 pb. The increase in cross section is not surprising, as the dedicated cross section
measurement with half of the data (see table 8.1 and 8.2 in section 8) show a much higher
result than 7.3 pb.

As systematic uncertainties that can change the shape of the HT templates, the jet energy
scale and the error on the b-tag TRFs are taken into account. All other uncertainties are not
considered as shape changing and are only assigned on the total yields.

In Figure 10.6 the ratio of σ(tt̄H) × B(H → bb̄) over the Standard Model NLO calculation
is shown. Furthermore the Log-Likelihood-Ratio (LLR), as given in Eq. 3.10 in section 3.3, is
plotted. The observed and expected limits agree with each other.

For a 105 GeV Higgs mass, the observed and expected limits on the tt̄H cross section times
branching fraction H → bb̄ are 34 and 49 times larger than the SM value, respectively.

10.4. Comments and outlook

The search for Higgs bosons on the tt̄H channel results in limits that are by more than a factor
of 30 over the SM expectation. The presented analysis is the first attempt at DØ to extract
limits on the tt̄H cross section, and a couple of improvements can be done.

The inclusion of topological information is a good candidate for further improvements. The
gain of using the HT distribution to discriminate signal and background in section 10.3 has
been checked by repeating the same method of limit setting with counting only. The lat-
ter yields about 10 % weaker expected limits. Although the HT distribution does not show
large discrimination power when considering Fig. 10.5, this is already a large gain compared
to counting only. It can thus be expected that including more variables and the usage of a
multivariate technique results in better discrimination of tt̄H from tt̄ and therefore higher
sensitivity.
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Furthermore, the measurement of the tt̄H cross section is still statistically limited. With larger
data sets the limit can therefore be expected to improve almost proportional to the square of
the ratio of integrated luminosities of the higher data set over to the currently used one.

Another possibility would be to not restrict the search to Higgs bosons decaying into a bb̄
pair, but use the inclusive Higgs decay. Especially for high mass Higgs, where the branching
ratio into a bb̄ decay becomes small, but the decays into WW and ZZ increase, the consider-
ation of inclusive Higgs decays is expected to lead to higher sensitivity. But also at low mass
Higgs, where the decay into ττ̄ is considerable, an improvement can be expected. For the pre-
sented search for Higgs bosons on the tt̄H channel, the same event selection as for tt̄ events is
adopted. An optimisation of the selection efficiency for a higher tt̄H signal over background
ratio can result in further improvements of the sensitivity.

In conclusion, the presented search for Higgs bosons in the tt̄H channel with 2.1 fb−1 results
in a limit on σtt̄H × B(H → bb̄) that is by a factor of 34 above the SM expectation for a Higgs
mass of 105 GeV. The analysis is the first search for Higgs in the tt̄H channel at DØ, which
still has much room for optimisations.

However, in models beyond the Standard Model the tt̄H channel might play a more impor-
tant role, which could result in a better factor of the extracted limits over the theory prediction.
Furthermore, in such models Higgs masses below 114 GeV are not yet excluded, making the
full range of considered Higgs masses interesting. One such example is given in [168].

At the LHC, the tt̄H production is an important channel. Studies at the Atlas collaboration,
for example, show that the tt̄H channel is one of the three channels that can contribute to the
Higgs discovery in the low mass region of up to 130 GeV [169, 170].



11. Combination of the top quark pair
production cross section and global search
for charged Higgs bosons

In order to check the consistency between all individual top quark pair production cross sec-
tion measurements and to the theoretical prediction, the measurement is performed in all
possible final states. Exotic decays of the top quark, as for example t → H+b, can lead to
deviations of the measured σtt̄ from the Standard Model expectation in a certain final state.

In this chapter the combination of the tt̄ cross section in the l+jets channel, the dilepton
channels with two electrons (ee) [171], two muons (µµ) [172] or one electron and one muon
(eµ) [173] and the τ+lepton channels [174] with one isolated electron (e + τ) or muon (µ + τ)
are described. The calculation of the selection efficiencies from the dilepton and τ+lepton
final states is not subject of this thesis and is therefore only described briefly in the following.

Based on the combination, a global fit is performed to search for charged Higgs bosons H+1).
For the search two methods are discussed: One where the SM top quark pair production cross
section is assumed, and one analysis where the tt̄ cross section is fitted simultaneously with
the branching ratio of top to charged Higgs B(t → H+b) [175, 176]. The latter represents
the first search for charged Higgs bosons in the tt̄ decay, independent of the tt̄ production
mechanism.

11.1. Combination of σtt̄ in various channels

Different final states require the consideration of different background samples, different
physical objects and the optimisation of the selection cuts in each channel separately. In the
end, the measurement of the top quark pair production cross section in each of the individual
channels is performed separately. The combination of various final states into one combined
cross section measurement requires not only the statistical independence of all considered
channels, but also the correct implementation of various methods to calculate the background
contributions and the correct treatment of correlations between different sources of systematic
uncertainties.

The tt̄ cross sections in the dilepton, τ+lepton and l+jets channels are combined. The com-
bined measurement is more precise than the individual cross sections and, in combination
with the SM branching ratios, can be compared to theoretical predictions.

11.1.1. Data samples, Monte Carlo samples and predicted yields

For each of the individual final states a separate data sample, background composition and
selection criteria is chosen. A short description is given in this section. Further details of the
dilepton and τ+lepton channel are given in [177].

1)no difference is made between H+ and H−. H+ also refers to its charged conjugate state.
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Data sample

The full Run IIa data set, collected between August 2002 and April 2006, is used for the cross
section combination. For the l+jets channel the triggers and integrated luminosities as listed
in Tables 6.1 for the e+jets and in Table 6.2 for the µ+jets channel are used. Details about
triggers, data quality and the data samples are given in section 6. The final Jet Energy Scale
calibration, described in section 5.5, is applied.

The same data sample is used for the τ+lepton final state. In case of the dileptonic channels,
data samples are collected using the OR of the single electron and muon triggers [171–173,
177]. The analysed datasets correspond to an integrated luminosity of about 1 fb−1, as shown
in Table 11.1.

Monte Carlo samples

In contrast to the measurement of R, the matrix elements of the Standard Model tt̄ signal
Monte Carlo are generated with ALPGEN, followed by PYTHIA for parton shower and hadro-
nisation. The PDF is set to CTEQ6L1 and the factorisation scale to m2

t + ∑ p2
T(jets). The

ALPGEN Monte Carlo generates more events with high jet multiplicities than PYTHIA. The
top quark mass for the central cross section result is changed from 175 GeV to 170 GeV, which
is closer to the 2007 world average top quark mass of 170.9 GeV [178].

The considered background in the l+jets channel is the same as for the measurement of R. For
the Monte Carlo samples of the W+jets background a more recent ALPGEN version is used,
which made it necessary to re-determine its heavy flavour scale factor. Also the k-factor,
heavy flavour scale factor and Z pT reweighting for Z+jets are changed according to more
recent calculations and studies [171].

The main background in the dilepton channels consists of Z+jets, simulated with ALPGEN.
For the τ+lepton channel W+jets and Z+jets events form the dominant background. Only a
short overview of the selection and sample composition of the non-l+jets channels is given
in the following. In [177] details about the selection and sample composition of all non-l+jets
final states can be found.

All used Monte Carlo samples are reweighted with b-fragmentation, luminosity profile and
primary vertex z reweighting.

Event selection

The event selection for the l+jets final state is the same as described in section 7.1. Additional
cuts are applied to ensure independence of all final states, as described below.

To select the dilepton and τ+lepton events one isolated lepton (e or µ) for the τ+lepton chan-
nel or two isolated leptons with opposite electric charge for the ee, µµ and eµ channels are
required. The electric charge of the τ and the electron or muon are required to be opposite in
the τ+lepton channel. The output value of a dedicated τ identification neural network [179] is
required to be above 0.8 for the τ candidates. Events with at least two jets within |η| < 2.5, one
of which has to have pT > 30 GeV and the others pT > 20 GeV, are accepted. In the eµ channel
also events with one jet are used. In the τ+lepton channels, all jets matched within ∆R < 0.5
to the selected tau candidate are removed. Leptons are required to have pT > 15 GeV in
the ee, µµ and eµ channels while an electron (muon) with pT > 20 GeV is required in the
e + τ (µ + τ) channels. Muons are accepted in the region |η| < 2.0. Electrons must be within
|η| < 1.1 in the eτ channel and within |η| < 1.1 or 1.5 < |η| < 2.5 in both the ee and eµ final
states. In the τ+lepton channel at least one b-tagged jet with a Neural Net working point of
Medium is required.
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Statistical independence of the dilepton channels is achieved by vetoing events that contain
an isolated electron in the µµ and a second electron in the eµ channel. In the e+jets channel
a muon and a second electron are vetoed. Events that pass the µµ selection or contain an
isolated electron are rejected in the µ+jets channel. All events that pass the full τ+lepton
selection are rejected in the l+jets channels. The independence of the dilepton and τ+lepton
channels is ensured by requiring no second isolated electron and no muon in the e + τ final
state as well as no second muon or an isolated electron in the µ + τ final state. Furthermore
events that pass the µµ selection are rejected.

The efficiency εQCD for a fake isolated lepton to pass the tight isolation criteria, is updated
to the full data set, resulting in εQCD = 0.194 ± 0.016 in the e+jets channel, and εQCD =
0.279± 0.048 in the µ+jets channel [134].

Predicted yields

In Table 11.1 the expected and observed number of events for the l+jets, dilepton and
τ+lepton channels are shown. For the expected number of tt̄ events the cross section is set
to σtt̄ = 7.91 pb [15, 17], at a top quark mass of 170 GeV. In order to calculate the expectation
from the selection efficiencies, the efficiency has to be multiplied with the branching ratio
that matches the requirement on parton level. The used branching ratios for each channel are
listed in Table 11.2.

Channel Luminosity [pb−1] tt̄ tt̄+background observed

e+jets 3 jets 1 tag 1038 79.04± 0.32 180.73± 4.71 183
e+jets ≥ 4 jets 1 tag 78.94± 0.31 100.95± 2.23 113
e+jets 3 jets 2 tag 29.71± 0.15 40.40± 1.16 40
e+jets ≥ 4 jets 2 tag 40.35± 0.18 43.59± 0.89 30
µ+jets 3 jets 1 tag 996 57.03± 0.27 140.81± 3.78 133
µ+jets ≥ 4 jets 1 tag 63.69± 0.27 82.11± 2.34 99
µ+jets 3 jets 2 tag 23.05± 0.13 32.61± 1.19 31
µ+jets ≥ 4 jets 2 tag 34.44± 0.16 36.99± 1.00 34
ee 1074 11.22± 0.14 14.59± 0.4 17
eµ 1 jet 1069 8.58± 0.11 18.08± 0.66 21
eµ 2 jets 35.19± 0.17 44.55± 0.69 39
µµ 1009 8.79± 0.10 15.15± 0.57 12
e + τ 1038 10.31± 0.18 14.66± 1.75 16
µ + τ 996 12.15± 0.17 22.31± 2.85 20

Table 11.1.: Luminosity and number of expected and observed events in the l+jets,
dilepton and τ+lepton channels for σtt̄ = 7.91 pb. The uncertainties are
statistical only.

11.1.2. Maximum Likelihood fit

The combined measurement of the tt̄ cross section from the various channels is done with
a maximum likelihood fit, as described in section 8.1. The binned likelihood function is the
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tt̄ decay e+jets/e + τ l j e+jets ll µ+jets/µ + τ l jc µ+jets ll
tt̄ → W+bW−b 0.17137 0.06627 0.1721 0.06607

tt̄ decay ee eµ µµ τ+lepton ll
tt̄ → W+bW−b 0.016197 0.03226 0.01607 0.104976

Table 11.2.: Branching ratios for the different final states. The selection of final states
depends on the considered channel.

product of Poisson probabilities for each independent channel, as given in Eq. 8.4. The func-
tion describes 14 bins: l+jets with electron or muon, 3 or≥ 4 jets and 1 or≥ 2 b-tags, dilepton
with ee, µµ and eµ ≥ 2 jets, eµ with one jet, and τ+lepton with electron or muon, at least one
b-tag and ≥ 2 jets. In addition, 12 Poisson terms to account for the statistical fluctuation of
the multijet background in the l+jets channels for 0, 1 and ≥ 2 b-tags as well as two Poisson
terms accounting for the multijet background fluctuations in the τ+lepton channels are mul-
tiplied to the likelihood function. As described in section 8.5.1, the systematic uncertainties
are included as nuisance parameters, where each independent source of systematic error is
represented by a Gaussian term.

In case of the l+jets channel the full correlation between the different 0, 1 and ≥ 2 b-tagged
subsamples is taken into account, as derived in section 8.1.

11.1.3. Systematic uncertainties

The systematic uncertainties affecting preselection efficiencies or b-tag probabilities for each
of the considered channels have to be taken into account with the proper correlation.

A large set of systematic uncertainties is similar to the sources discussed in section 8.5.3. In
this section only the ones that changed with respect to the measurement of R or that are
additionally considered will be discussed.

In contrast to the simultaneous measurement of R and σ · B2, discussed in chapter 8, the
treatment of the luminosity uncertainty changed. While so far the 6.1% luminosity error was
extracted on the measured cross section, it is now assigned as additional nuisance parameter
to the selection efficiency. This enables one to take into account that the luminosity uncer-
tainty is symmetric on the selection efficiency, resulting in an asymmetric uncertainty on the
cross section. Furthermore, it allows one to easily include the luminosity uncertainty in the
limits of the charged Higgs search.

Uncertainties on the selection efficiency

Uncertainties only affecting the selection efficiency are:

Uncertainty on the data-MC luminosity profile difference. The reweighting of the luminos-
ity profiles of Monte Carlo to Data is applied on the central result. The uncertainty on
the luminosity reweighting in the l+jets channels and the τ+lepton channel is taken
from the eµ channel [173], resulting in 3 % uncertainty on all samples except for tt̄ and
W+jets. On the latter samples −0.2 % relative uncertainty are assigned. In each of the
dilepton samples the uncertainty of the luminosity profile reweighting is derived by
changing the maximum allowed weight from the default of 3 to a larger value of 5 and
determine the relative difference.
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PV scale factor. The preselection efficiency is not corrected for the difference of the pri-
mary vertex selection efficiency between data and Monte Carlo [171] in the l+jets and
τ+lepton channels, i. e. a scale factor of 1 is used. The relative uncertainty on this scale
factor is estimated to be 1.0 % .

Uncertainties on Monte Carlo cross sections. For the Z+jets sample a cross section of
256.6+ 5.1

−12.0 pb is used. For the diboson samples the NLO cross section is applied, where
the uncertainty is taken to be 20 %, which is half of the difference between the leading
order and NLO cross sections.

Z pT reweighting factor. The uncertainty due to reweighting of the Z pT in Monte Carlo
to match data is taken from the studies of the eµ channel [173], where an alternative
parametrisation of the Z pT with respect to the central value is used. On all Z+jets sam-
ples a constant value of 5.2 % relative uncertainty is assigned in the l+jets and τ+lepton
channel, while in the dilepton channels the change between central parametrisation and
the error parametrisation is determined for each Z+jets contribution separately.

Uncertainty on the branching fraction. The uncertainties on the branching fractions
B(W → XX) are taken from the PDG [3] and propagated in the semileptonic and
dileptonic decays. This results in 0.8 % and 1.7 % relative uncertainty on semileptonic
and dileptonic tt̄ decays, respectively.

Dilepton trigger. In the dilepton channels single lepton triggers are used. The statistical fluc-
tuations on the bins for the binned efficiencies are taken as uncertainty.

W+jets normalisation. In the τ+lepton channel the W+jets background is normalised to data
before application of the tight τ+lepton selection criteria and the b-tagging. The selec-
tion criteria of the sample where the W+jets normalisation is determined are the same
as in the l+jets channel. The Matrix Method is used to calculate the amount of W+jets.
The factors are found to be 1.33± 0.1 in the e + τ channel and 1.52± 0.1 in the µ + τ
channel.

Tau correction. In order to correct the Monte Carlo for differences of the rate of jets faking
τ’s, a correction factor of 1.07± 0.12 is applied on W+jets and semileptonic tt̄ events in
the τ+lepton final state.

MET modelling. In the dilepton channels an uncertainty on the modelling of the missing
transverse energy E/T is applied, as the modelling of E/T is most important in these final
states. By comparing the E/T distribution in data to Monte Carlo and rescaling the Monte
Carlo samples to match data, the uncertainty is calculated.

Uncertainties on the b-tagging event probability

The treatment of b-tagging is the same in the τ+lepton as in the l+jets channel. The assigned
sources of uncertainties are identical to the simultaneous fit of σ · B2 and R.

Uncertainties on the selection and b-tagging efficiency

Some uncertainties influence the selection and b-tagging efficiency. Those uncertainties are:

Signal Modelling The uncertainty on the signal modelling is estimated by replacing ALPGEN

tt̄ Monte Carlo with PYTHIA Monte Carlo. The relative difference on preselection and
b-tagging efficiency between both simulations is then symmetrised and assigned to the
central efficiencies determined with ALPGEN.
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Uncertainty due to shifting. The JSSR shifting (see section 5.5) is not used for the central
cross section result in the l+jets and τ+lepton channels, but in the dilepton final states.
In order to estimate the uncertainty due to shifting, the shifting is switched on or off for
tt̄ signal, and the relative difference on preselection and b-tagging efficiency is assigned
as systematic uncertainty.

Uncertainty on b-jet energy scale. As the jet energy scale is not expected to be the same for
heavy flavour as for light flavour jets, but the central JES being derived independently
from the jet flavour, an additional uncertainty for b-jets is applied. The central calibra-
tion is not changed for b-jets. To estimate the uncertainty, all b-jets are re-calibrated by
multiplication of a factor 0.9823 or 1/0.9823 on their JES correction.

Jet trigger in τ sample. Tight τ’s are reconstructed as narrow jets, therefore the jet-trigger
parametrisations are also used on τ’s. In order to estimate the effect on the selection
and b-tag efficiencies in the τ+lepton final states, jets that are matched to a selected
τ candidate are removed before calculating the trigger probability. The difference is
assigned as systematic uncertainty.

Tau energy scale. Similar to the jet energy scale an energy scale correction on τ candidates
has to be applied. This correction is neglected in the τ+lepton channel. The uncertainty
on neglecting it is derived by calculating the difference on selection and b-tag proba-
bilities between applying and not applying the tau energy scale. The resulting relative
difference is symmetrised and assigned as systematic uncertainty.

Uncertainties on the W+jets and Z+jets background flavour composition

Due to the change in W+jets Monte Carlo and the recalculation of Z+jets k-factors and heavy
flavour scale factors, different uncertainties than for the R measurement are used.

Uncertainty on Monte Carlo background scale factors. An uncertainty of 20 % on the
heavy flavour scale factor in Z+jets is assigned.

W+jets fractions matching and higher order effects: The uncertainty on the W+jets heavy
flavour scale factor is estimated to be 11.0 % (see section 6.3.2).

Uncertainties on the multijet background yield

In the l+jets channel the same method to estimate the multijet background as for the simul-
taneous measurement of R and σ · B2 is used.

In the τ+lepton channel the multijet background is estimated with events, where τ and elec-
tron (or muon) have the same sign of the electric charge. By assuming that those events are
fake multijet background and subtracting the contribution of same sign events measured in
the signal and non-multijet background samples from the number of observed events in data,
the multijet background is estimated. The statistical uncertainty on the number of same sign
events dominates the uncertainty on the multijet background estimate.

In the dilepton channel the fake background is determined by estimating the number of
events with jets faking a lepton in data. In the ee final state, for example, templates for real
and fake electrons are fitted to the electron likelihood distribution in data. The fit errors are
taken as systematic uncertainties.
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Combined systematic uncertainties

In Table 11.3 the systematic uncertainties affecting each considered channel and their correla-
tions are presented.
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Systematic ee eµ µµ e+jets µ+jets e + τ µ + τ

Correlated
Data quality X X X X X X X
∆z(l, PV) X X X X X X X
Primary vertex X X X X X X X
Electron ID X X X X
Muon ID X X X X
Muon track X X X X
Muon isolation X X X X
Jet ID X X X X X X X
Jet energy scale X X X X X X X
JSSR Shifting on/off X X X X X X X
Jet energy resolution X X X X X X X
l+jets trigger X X X X
dilepton trigger X X X
PDF X X X X X X X
signal modelling X X X X X X X
W+jets heavy flavour scale factor X X X X
Z+jets heavy flavour scale factor X X X X X X X
b-fragmentation X X X X X X X
b− Jet energy scale X X X X X X X
Luminosity reweighting X X X X X X X
Z pT reweighting X X X X X X X
b TRF X X X X
c TRF X X X X
light TRF X X X X
Taggability X X X X
Taggability flavour dependence X X X X
Integrated luminosity X X X X X X X
MET modelling X X X
background cross sections X X X X X X X
branching fractions X X X X X X X
Tau correction X X
Tau identification X X
W+jets normalisation X X

Uncorrelated
Monte Carlo statistics X X X X X X X
Statistics in loose–tight X X
εqcd in µ+jets X
εqcd in e+jets X
εsignal in µ+jets X
εsignal in e+jets X
fake EM statistical X X
fake MU statistical X X
fake EM fit systematics X
fake MU fit systematics X
Statistics in same sign data X X

Table 11.3.: Summary of systematic uncertainties in each channel and the correlations
between the systematic errors.
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11.1.4. Results

The central result is extracted with the nuisance parameter method, while the “standard
method” of treating systematic uncertainties is only used as a cross check. The difference
between the two methods is described in detail in section 8.5.1. The central results are given
for a top quark mass of 170 GeV.

The central result on σtt̄ for the combined l+jets, dilepton and τ+lepton channels with the
nuisance parameter method yields

σtt̄ = 8.16+0.95
−0.84 (stat+syst) pb .

In Table 11.4 the individual systematic uncertainties are shown for the nuisance and stan-
dard method. The main uncertainties arise from the luminosity, b-tagging, event preselection,
lepton identification and Jet Energy Scale.

Using the standard method of systematic uncertainty treatment, the cross section combination
yields

σtt̄ = 7.88+0.47
−0.46 (stat)

+0.80
−0.73 (syst) pb [= 7.88+0.93

−0.86 (stat+syst) pb] .

In Table 11.4 (right) the breakdown of systematic uncertainties on σtt̄ for the standard method
is shown. It can be observed that the result obtained with the nuisance parameter method
is by almost 0.3 pb larger than the result wit the standard method. Considering the offset
per individual source of systematic error, it turns out that the result changes for the b-tag
TRF. The shift corresponds to a nuisance parameter value of −0.8, i. e. in the data lower b-tag
probabilities seem to be preferred. When performing the simultaneous measurement of R and
σ · B2 the effect is similar in case of fixing R to one and not using a topological discriminant in
the zero b-tag bin. The latter decreases the effect significantly. In the simultaneous fit of R and
σ · B2 the effect of lower b-tag probability is fully absorbed into R, resulting in no significant
offset of the cross section and a lower value of R.

The tt̄ cross section results for the individual channels at a top quark mass of 170 GeV can
be found in Table 11.5 and are plotted in Fig. 11.1 for the nuisance parameter fit method.
As expected, the l+jets channel dominates the combination due to its high statistics. The
dilepton channels with their four subchannels – ee, µµ with at least two jets and eµ with one
and at least two jets – show a larger statistics than the two τ+lepton channels and therefore
dominate the combination of dilepton with the τ+lepton final state. All individual results
are consistent within their uncertainties and consistent with the NLO theory calculation of
7.91± 0.7 pb at a top quark mass of 170 GeV.

Mass dependence of the tt̄ cross section in the combined l+jets, dilepton and τ+lepton
channel In order to check the top mass dependence of the measured cross section, ALPGEN

tt̄ Monte Carlo with input masses of 160, 165, 175 and 180 is generated and the σtt̄ fit is redone.
The same relative uncertainties on the central efficiency and b-tag probability as for the top
mass of 170 GeV are assigned.

The results for the different top quark masses with the standard method and the nuisance
fit are shown in Table 11.6. In Fig. 11.2 the cross section versus mass is plotted, together
with recently performed theory calculations from Moch and Uwer [18, 19] at next-to-leading
order (NLO) containing all next-to-next-to-leading-logarithmic (NNLL) corrections, and from
Cacciari at NLO including next-to-leading-logarithmic corrections [163]. The dependence of
the measured cross section on the top quark mass mt is fitted with a cubic function. The
central result is [164]

σ(mt) = [44.27− 1.858 10−1mt − 1.219 10−3m2
t + 6.181 10−6m3

t ] pb (11.1)
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σtt̄ [pb] (nuisance) σtt̄ (standard) [pb]

Systematics source result +σ −σ +σ −σ

Statistical only fit 7.88 +0.47 -0.46

Systematics source Offset +σ −σ +σ −σ

Event preselection -0.00 0.11 -0.10 0.102 -0.100

Muon identification 0.01 0.10 -0.10 0.104 -0.102

Electron identification and smearing 0.02 0.11 -0.10 0.107 -0.105

Luminosity reweighting 0.00 0.02 0.00 0.016 -0.004

Z pT reweighting 0.00 0.01 -0.01 0.012 -0.012

signal modeling -0.01 0.06 -0.06 0.125 -0.068

EM triggers 0.00 0.00 0.00 0.047 -0.027

Muon triggers -0.01 0.08 -0.07 0.076 -0.075

Dilepton trigger 0.00 0.06 0.00 0.032 -0.010

Opposite charge requirement 0.00 0.02 -0.02 0.021 -0.021

Jet triggers -0.00 0.01 -0.01 0.014 -0.014

Jet energy scale -0.05 0.16 -0.14 0.172 -0.161

Jet shifting -0.06 0.09 -0.09 0.110 -0.112

b-Jet energy scale -0.00 0.03 -0.03 0.034 -0.034

Jet energy resolution -0.00 0.00 0.00 0.006 -0.011

JetID -0.03 0.11 -0.11 0.113 -0.111

Jet Trigger in tau-sample 0.00 0.01 0.00 0.009 -0.000

Tau energy scale 0.00 0.02 -0.02 0.020 -0.020

MET modelling error 0.00 0.00 -0.01 0.007 -0.007

Taggability 0.06 0.17 -0.16 0.171 -0.165

Flavor dependence of taggability 0.00 0.00 0.00 0.000 -0.010

b-tag TRF 0.31 0.31 -0.29 0.386 -0.358

c-tag TRF 0.01 0.05 -0.06 0.058 -0.057

light tag TRF 0.00 0.04 -0.05 0.046 -0.046

b fragmentation 0.02 0.13 -0.12 0.129 -0.126

ǫQCD and ǫsig -0.00 0.03 -0.03 0.034 -0.033

MC background x-section -0.00 0.03 -0.03 0.035 -0.032

MC signal & bkg branching ratio 0.00 0.09 -0.08 0.082 -0.080

MC bkg scale factors 0.00 0.04 -0.04 0.038 -0.037

MC statistics -0.00 0.06 -0.06 0.057 -0.056

W+jets heavy flavor scale factor 0.01 0.13 -0.13 0.141 -0.140

W normalization factor 0.00 0.00 -0.01 0.001 -0.001

Tau correction 0.00 0.02 -0.02 0.020 -0.020

Tau reconstruction 0.00 0.01 -0.01 0.007 -0.007

Instrumental background -0.00 0.02 -0.01 0.015 -0.015

PDF -0.00 0.09 -0.08 0.084 -0.085

Luminosity 0.00 0.52 -0.44 0.512 -0.453

Statistics for matrix method -0.02 0.12 -0.12 0.118 -0.110

Total systematics +0.24 +0.76 -0.67 0.796 -0.729

result +σ −σ

Nuisance parameter fit 8.16 +0.95 -0.84

Table 11.4.: Systematic uncertainties and result for σtt̄ in the combined l+jets, dilepton
and τ+lepton channel for the nuisance parameter likelihood (left) and the
standard method (right) of error treatment.

and the upper and lower 68 % confidence level error bands are

σ(mt) + ∆σ+(mt) = [48.30− 2.019 10−1mt − 1.310 10−3m2
t + 6.700 10−6m3

t ] pb (11.2)
σ(mt)− ∆σ−(mt) = [39.63− 1.664 10−1mt − 1.072 10−3m2

t + 5.472 10−6m3
t ] pb. (11.3)
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9.61 +3.44
-2.82 pb

10.61 +5.21
-4.15 pb

6.66 +1.78
-1.5 pb

5.08 +3.76
-3.02 pb

8.94 +4.03
-3.32 pb

6.4 +3.87
-3.43 pb

8.05 +1.22
-1.07 pb

8.56 +1.3
-1.15 pb

7.48 +1.52
-1.32 pb

7.77 +2.89
-2.46 pb

8.46 +1.08
-0.96 pb

8.16 +0.95
-0.84 pb

Figure 11.1.: Measured tt̄ production cross section for individual channels with the nui-
sance parameter method.
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channel σtt̄ [pb]

ee 9.61+3.44
−2.82 (stat+syst)

eµ 1 jet 10.61+5.21
−4.15 (stat+syst)

eµ 2 jet 6.66+1.78
−1.50 (stat+syst)

eµ combined 7.22+1.71
−1.50 (stat+syst)

µµ 5.08+3.76
−3.02 (stat+syst)

dilepton combined 7.48+1.52
−1.32 (stat+syst)

e + τ 8.94+4.03
−3.32 (stat+syst)

µ + τ 6.40+3.87
−3.43 (stat+syst)

τ+lepton combined 7.77+2.89
−2.46 (stat+syst)

dilepton and τ+lepton combined 7.56+1.41
−1.22 (stat+syst)

e+jets 8.05+1.22
−1.07 (stat+syst)

µ+jets 8.56+1.30
−1.15 (stat+syst)

l+jets combined 8.46+1.08
−0.96 (stat+syst)

Table 11.5.: Measured tt̄ production cross section for individual channels with nuisance
parameter method.
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top mass σtt̄ [pb] (standard method) σtt̄ [pb] (nuisance method)

160 8.64+0.52
−0.50 (stat) 8.93+1.02

−0.91 (stat+syst)

165 8.07+0.49
−0.47 (stat) 8.35+0.97

−0.86 (stat+syst)

170 7.88+0.47
−0.46 (stat) 8.16+0.95

−0.84 (stat+syst)

175 7.58+0.46
−0.45 (stat) 7.83+0.93

−0.82 (stat+syst)

180 7.39+0.45
−0.43 (stat) 7.67+0.91

−0.81 (stat+syst)

Table 11.6.: Measured tt̄ production cross section for different top quark masses in the
l+jets, dilepton and τ+lepton channels.
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Figure 11.2.: Measured σtt̄ as function of the top quark mass [176]. The theoretical
curves are the NLO+NNLL calculation from Moch and Uwer [18, 19] and
the NLO+NLL calculation from Cacciari [163] and the PDF set CTEQ6.6.
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11.2. Search for charged Higgs bosons in the top quark decay

In various extensions of the Standard Model, as for example in Supersymmetry, the existence
of an additional Higgs doublet is predicted. Besides three neutral physical Higgs particles,
two charged Higgs bosons H± are expected in these models. In case of the charged Higgs
boson being lighter than the top quark, it can originate from top quark decays. For a fixed
tt̄ production cross section, the presence of the charged Higgs can significantly modify the
expected number of events in the different tt̄ final states, as will be shown in this section.

The search for charged Higgs bosons in top quark decays is based on the cross section combi-
nation presented in section 11.1. The branching fraction of the charged Higgs boson depends
on the ratio of the vacuum expectation values of the two Higgs doublets, tan β. For small
values of tan β it is dominated by the decay into jets, while for large tan β it is dominated by
the decay into τ and τ-neutrino. The difference in the decay of the charged Higgs boson from
the W boson decay changes the ratio of the various tt̄ final states. In case of the tauonic Higgs
decay for example, the number of events in the τ+lepton channel increases with decreasing
event numbers in the l+jets and dilepton final states.

Two models for charged Higgs boson decays are considered: One where the charged Higgs
boson decays purely into τν, and one where it decays only into cs̄.

The tauonic model is valid in the MSSM for large tan β. For tan β ≥ 15 the charged Higgs
decays into τ’s to almost 100%. As discussed in section 9.1, the purely leptophobic decay of
charged Higgs into a charm and a strange quark can occur in general Multi-Higgs-Doublet
Models (MHDM) or due to radiative corrections from SUSY-breaking effects in the MSSM [28,
29, 35].

In case of the tauonic model two methods are used for the measurement of B(t → H+b). In
the first method the tt̄ cross section is fixed to the theoretical NLO calculation. The second
method is a simultaneous extraction of the tt̄ cross section and B(t → H+b). For the purely
leptophobic model the simultaneous fit can not be performed properly, as will be discussed
in section 11.2.4.

11.2.1. Acceptance and event b-tag probability as function of B(t → H+b)

The event selection and b-tag probabilities are derived for the following three cases:

• tt̄ → W±b̄W∓b (referred to as tt̄ → WW )

• tt̄ → W±b̄H∓b (referred to as tt̄ → WH)

• tt̄ → H±b̄H∓b (referred to as tt̄ → HH)

Since the momentum of the quark originating from the top quark decay can be different due
to the difference in the mass of the decay boson (W or H+) the efficiency to select a tt̄ event
can depend on the top quark decay. The tt̄ selection efficiency as function of the top quark
decay and the branching ratio X := B(t → H+b) can be computed as:

Pp(tt̄) = (1− X)2Pp(tt̄ → WW) + 2X(1− X)Pp(tt̄ → WH+) + X2Pp(tt̄ → H+H−),

where Pp denotes the selection efficiency for the different scenarios. Additionally, b-jet iden-
tification is used in the l+jets and τ+lepton channels. The per event b-tagging probability for
tt̄ events can be calculated as:

Pb(tt̄) = (1− X)2Pb(tt̄ → WW) + 2X(1− X)Pb(tt̄ → WH+) + X2Pb(tt̄ → H+H−),
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where Pb is the event tagging probability for a particular decay channel.

The total tt̄ selection and b-tag efficiency is a product of the selection and b-tagging efficien-
cies:

Ptotal(tt̄) = (1− X)2Pp(tt̄ → WW)Pb(tt̄ → WW) + 2X(1− X)Pp(tt̄ → WH)Pb(tt̄ → WH)

+ X2Pp(tt̄ → HH)Pb(tt̄ → HH), (11.4)

Equation 11.4 has the same form as Eq. 8.16 for the dependency of the tt̄ selection efficiency
on the ratio of branching fractions R. The only difference is that R is now replaced by (1− X)
and instead of different quark types from the top decay (b and light quarks) different boson
types (W± and H±) are considered.

In case of the measurement of the ratio of branching fractions R, the dependency of the b-
tag probability is dominating the dependency of Ptotal(tt̄) on R. For the charged Higgs, the
dependency of Ptotal(tt̄) on X can be dominated either by the event selection or b-tagging
probability, depending on the final state and the charged Higgs decay. For the tauonic charged
Higgs, for example, the difference between the tt̄ → WW, tt̄ → WH+ and tt̄ → H+H− occurs
due to differences in the selection efficiency. For charged Higgs decays to a virtual top and a
b quark, the change of b-tagging efficiency plays a more important role than the acceptance
variation, as the heavy flavour content differs between Standard Model tt̄ events and tt̄ events
with H+ decay.

Figure 11.3 shows the selection efficiency as function of B(t → H+b) for a charged Higgs mass
of 80 GeV and 150 GeV in the tauonic and leptophobic charged Higgs model. For the tauonic
model, it can be seen that for all channels but the τ+lepton channel the selection efficiency
decreases with increasing B(t → H+b), as long as the charged Higgs mass is low. For high
charged Higgs masses also the τ+lepton channel shows a decreasing behaviour. This comes
from the lower momentum of the b-jet, resulting in lower acceptance of events with at least
two jets with pT ≥ 20 GeV. In the leptophobic model all channels show decreasing behaviour.
For B(t → H+b)=1 the acceptance in all final states is zero, as at least one lepton is required,
but the decay tt̄ → H+bH−b̄ → cs̄bc̄sb̄ only contains jets.

11.2.2. Predicted yields for the presence of a charged Higgs boson

The Standard Model tt̄ signal and background samples are the same as for the cross section
combination. Additionally, tt̄ Monte Carlo with at least one top quark decaying into a charged
Higgs boson and a b quark is generated with PYTHIA for charged Higgs masses of 80, 100, 120,
140, 150 and 155 GeV. The samples with the decay of the charged Higgs boson to τν̄ and cs̄
are generated separately. The top quark mass is set to 170 GeV. The mixture of tt̄ → WW ,
tt̄ → WH and tt̄ → HH is then calculated using Eq. 11.4.

Tables 11.7 and 11.8 list the predicted yields for the e+jets and µ+jets channel with σtt̄ =
7.3 pb, B(t → H+b) = 0.0 and B(t → H+b) = 0.2 for the tauonic model and a charged Higgs
mass of 80 GeV. The cross section is chosen in order to match the theory prediction from Cac-
ciari at the current world average top quark mass of 172.6 GeV. In the Standard Model tt̄ cross
section measurement for the l+jets final states, the normalisation of the W+jets background
depends on the number of tt̄ events. If a charged Higgs boson is present, the number of tt̄
events depends on B(t → H+b), therefore the W+jets background is re-calculated for each
charged Higgs branching ratio.

Table 11.9 shows the change of the expected number of events for the eµ channel, and Ta-
ble 11.10 for the e + τ and µ + τ channels. The tt̄ cross section is also set to 7.3 pb, and
the tauonic decaying charged Higgs with mass of 80 GeV is chosen as an example. It can
clearly be seen that the expected number of events decreases from B(t → H+b) = 0.0 over
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Figure 11.3.: Preselection efficiency as function of B(t → H+b). Top: For a charged
Higgs mass of 80 GeV. Bottom: For a charged Higgs mass of 150 GeV. Left:
tauonic model. Right: Leptophobic model.

B(t → H+b) = 0.2 to B(t → H+b) = 0.4 in the eµ channel, but increases in the τ+lepton final
states.

In Figure 11.4 the observed number of events in all considered channels is compared with pre-
dictions for σtt̄ = 7.3 pb and three different sets of B(t → H+b) in the tauonic and leptophobic
model, respectively, for a charged Higgs mass of 80 GeV. For the tauonic model the number
of predicted events increases with increasing B(t → H+b) only in the τ+lepton channel, and
decreases everywhere else. In case of the leptophobic model the number of events decreases
in all channels with increasing top to charged Higgs branching ratio.
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Yield table
Contribution 3 Jet 1 tag ≥4 Jet 1 tag 3 Jet ≥2 tag ≥4 Jet ≥2 tag

Multijets 31.49 7.94 2.72 1.08
tb 2.33 0.54 1.05 0.26

tbq 4.78 1.39 1.04 0.48
WW 3.22 0.81 0.09 0.08
WZ 0.91 0.20 0.21 0.04
ZZ 0.14 0.07 0.04 0.02

Z(ττ)bb 0.58 0.18 0.14 0.04
Z(ττ)cc 0.37 0.15 0.02 0.01
Z(ττ)lp 0.43 0.19 0.003 0.002
Z(ee)bb 2.09 0.75 0.38 0.15
Z(ee)cc 1.20 0.42 0.05 0.03
Z(ee)lp 1.30 0.52 0.01 0.006

B(t → H+b) = 0.0
W+jets 54.64 10.19 5.10 1.20

ttlj 62.38 69.61 22.78 35.69
ttll 10.57 3.24 4.64 1.55

Total predicted 176.42 96.21 38.27 40.64
B(t → H+b) = 0.2

W+jets 56.16 13.60 5.24 1.60
ttlj 45.28 50.65 16.33 25.84
ttll 16.34 4.28 7.12 1.98

Total predicted 166.61 81.70 34.45 31.63
Observed 183 113 40 30

Table 11.7.: Predicted and observed number of events for e+jets with different B(t →
H+b) in the subsamples with 3 or at least 4 jets and 1 or at least 2 b-tags.
For 80 GeV charged Higgs and assuming B(t → τν) = 100%.
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Figure 11.4.: Predicted and observed number of events for different B(t → H+b) in the
tauonic (left) and leptophobic (right) model for a charged Higgs mass of
80 GeV.
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Contribution 3 Jet 1 tag ≥4 Jet 1 tag 3 Jet ≥2 tag ≥4 Jet ≥2 tag
Multijets 9.71 0.00 1.02 0.00

tb 1.97 0.42 0.93 0.20
tbq 3.73 0.98 0.84 0.36

WW 2.70 0.68 0.09 0.06
WZ 0.88 0.23 0.24 0.07
ZZ 0.20 0.05 0.05 0.01

Z(ττ)bb 0.28 0.11 0.06 0.04
Z(ττ)cc 0.22 0.10 0.01 0.006
Z(ττ)lp 0.25 0.10 0.002 0.001
Z(µµ)bb 2.53 0.76 0.56 0.23
Z(µµ)cc 1.58 0.72 0.10 0.04
Z(µµ)lp 1.67 0.68 0.01 0.008

B(t → H+b) = 0.0
W+jets 60.06 14.96 5.85 1.67

ttlj 45.00 56.32 17.73 30.58
ttll 7.64 2.45 3.54 1.21

Total predicted 138.41 78.56 31.03 34.50
B(t → H+b) = 0.2

W+jets 61.28 17.89 5.97 2.00
ttlj 32.24 40.03 12.59 21.74
ttll 11.49 3.42 5.32 1.64

Total predicted 130.74 66.16 27.78 26.42
Observed 133 99 31 34

Table 11.8.: Predicted and observed number of events for µ+jets with different B(t →
H+b) in the subsamples with 3 or at least 4 jets and 1 or at least 2 b-tags.
For 80 GeV charged Higgs and assuming B(t → τν) = 100%.
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Contribution 1 Jet eµ ≥ 2 Jets eµ

WW 2.79 1.22
WZ 0.37 0.17

Z(ττ) 5.48 5.36
fake_EM 0.22 0.74
fake_MU 0.64 1.86

B(t → H+b) = 0.0
ttemu 7.91 32.48

Total predicted 17.42 41.84
B(t → H+b) = 0.2

ttll 6.88 27.12
Total predicted 16.38 36.48

B(t → H+b) = 0.4
ttll 5.92 22.40

Total predicted 15.42 31.76
Observed 21 39

Table 11.9.: Predicted and observed number of events for eµ with different B(t → H+b)
in the subsamples with one or at least two jets. For 80 GeV charged Higgs
and assuming B(H+ → τν) = 100%.
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Contribution e + τ µ + τ

W+jets 0.57 0.80
tb -0.010 -0.00

tbq 0.08 0.054
WW 0.13 0.11
WZ 0.01 0.03
ZZ 0.02 0.02

Z(ττ)bb 0.15 0.24
Z(ττ)cc 0.10 0.14
Z(ττ)lp 0.07 0.16

Z(ee)bb or Z(µµ)bb 0.09 0.31
Z(ee)cc or Z(µµ)cc 0.06 0.16
Z(ee)lp or Z(µµ)lp 0.07 0.15

B(t → H+b) = 0.0
ttll 4.78 6.87
ttlj 4.73 4.34

Total predicted 13.87 21.38
B(t → H+b) = 0.2
ttll 10.88 14.24
ttlj 3.08 2.98

Total predicted 18.32 27.39
B(t → H+b) = 0.4
ttll 15.97 19.69
ttlj 1.78 1.87

Total predicted 22.10 31.73
Same sign Data 3 8

Observed 16 20

Table 11.10.: Predicted and observed number of events for e + τ and µ + τ with different
B(t → H+b). For 80 GeV charged Higgs and assuming B(t → τν) =
100%.
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11.2.3. Fit of B(t → H+b) for fixed σtt̄

Fixing the tt̄ cross section to its theoretical value, a global fit of B(t → H+b) in the l+jets,
dilepton and τ+lepton channels is performed. The extraction of the branching ratio of a top
quark decaying into charged Higgs and b-quark is done with the maximum likelihood fit
defined in Eq. 8.4. The product runs over all 14 channels that are used to extract the cross
section, discussed in section 11.1. In each channel the predicted number of events is calculated
as function of B(t → H+b), with the tt̄ cross section fixed to 7.3± 0.7 pb. The uncertainty
on the cross section is assumed to be fully correlated between all channels. The nuisance
parameter method is used for the extraction of the branching ratio.

Table 11.11 shows the statistical and systematic uncertainty for the fitted B(t → H+b), for a
charged Higgs mass of 80 GeV and the tauonic charged Higgs model. Different sources of
systematic uncertainties are merged into classes. The fake background includes the uncer-
tainty on the same sign data of the τ+lepton channel. The relative uncertainty on the tt̄ cross
section of 10 % and the luminosity uncertainty of 6.1 % are the dominant uncertainties on the
branching ratio. Furthermore, the b-tag uncertainty is large. The total systematic error even
exceeds the statistical uncertainty. In Table 11.12 the statistical and systematic uncertainties in
the leptophobic model for the example of 80 GeV charged Higgs are listed. The uncertainties
on luminosity and tt̄ cross section are larger than for the tauonic model, as the behaviour of
the change of the branching ratio is more similar between the different channels compared to
the tauonic model, making the measurement more sensitive to a change in tt̄ cross section or
luminosity.

Source +σ −σ

Statistical uncertainty 0.047 -0.046
Lepton identification 0.010 -0.010

Tau identification 0.007 -0.006
Jet identification 0.010 -0.010

Jet corrections 0.020 -0.019
Jet Trigger in tau-sample 0.002 -0.000

Tau energy scale 0.004 -0.004
Trigger 0.007 -0.006

b-jet identification 0.030 -0.030
signal modelling 0.010 -0.010

background estimation 0.010 -0.010
fake background 0.019 -0.016

other 0.010 -0.010
Matrix method εQCD and εsig 0.003 -0.003

tt̄ cross section error 0.051 -0.052
Luminosity 0.032 -0.027

Total systematic 0.077 -0.075

Table 11.11.: Statistical and systematic uncertainties on B(t → H+b) for a charged
Higgs mass of 80 GeV in the tauonic model. For this example the
central value with standard method of error treatment is found to be
B(t → H+b) = −0.053.

As no sensitivity to charged Higgs can be observed, limits are set using the Feldman Cousins
procedure. Pseudo-experiments, as described in section 8.6.5, are generated for 21 values of
B(t → H+b).
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Source +σ −σ

Statistical uncertainty +0.058 -0.059
Lepton identification 0.017 -0.017

Tau identification 0.004 -0.004
Jet identification 0.009 -0.009

Jet corrections 0.016 -0.019
Jet Trigger in tau-sample 0.000 -0.002

Tau energy scale 0.004 -0.004
Trigger 0.007 -0.011

b-jet identification 0.031 -0.030
signal modelling 0.024 -0.025

background estimation 0.013 -0.014
fake background 0.013 -0.015

other 0.017 -0.017
Matrix method εQCD and εsig 0.003 -0.003

tt̄ cross section error 0.076 -0.085
Luminosity 0.049 -0.053

Total systematic 0.105 -0.115

Table 11.12.: Statistical and systematic uncertainties on B(t → H+b) for a charged
Higgs mass of 80 GeV in the leptophobic model. For this example the
central value with standard method of error treatment is found to be
B(t → H+b) = −0.059.

Table 11.13 and 11.14 show the resulting expected and observed upper limits on B(t → H+b)
for each generated charged Higgs mass in the tauonic and leptophobic model, respectively.

H+ mass [GeV] expected observed
80 0.19 0.15
100 0.18 0.14
120 0.20 0.16
140 0.21 0.18
150 0.21 0.19
155 0.21 0.18

Table 11.13.: Upper limits on the branching ratio B(t → H+b) for each generated H+

mass point in the tauonic model.

In Fig. 11.5 the expected and observed upper limit on B(t → H+b → τ+νb) versus charged
Higgs mass is shown for the combined l+jets, dilepton and τ+lepton channel. The limits are
compared to tree level calculations of B(t → H+b) in the MSSM [180], shown as blue curves
for various values of tan β.

Figure 11.6 shows the upper limits on B(t → H+b → cs̄b) versus charged Higgs mass. The
limits are again compared to tree level MSSM calculations, here for large and small values of
tan β. The leptophobic model can be realised for large tan β in the MHDM (see section 2.2.2)
and for low tan β, where the leptophobic decay can get dominant for radiative corrections
from SUSY-breaking effects. In case of the MHDM tan β has to be replaced by coupling con-
stants.

Comparing the upper limits on the branching ratio to the tree level calculations from the
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H+ mass [GeV] expected observed
80 0.25 0.21
100 0.25 0.22
120 0.25 0.22
140 0.24 0.21
150 0.22 0.19
155 0.22 0.19

Table 11.14.: Upper limits on the branching ratio B(t → H+b) for each generated H+

mass point in the leptophobic model.
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Figure 11.5.: Observed (blue) and expected (red) limit with one standard deviation
band (yellow) for the tauonic charged Higgs model versus charged Higgs
mass for the combined l+jets, τ+lepton and dilepton channels. The limits
are compared to the calculation of B(t → H+b) at tree level MSSM using
Eq. (12) from [180] (blue spectra).

MSSM yields lower limits on the charged Higgs mass versus tan β. In Table 11.15 the lower
limits on the charged Higgs mass for large tan β in the tauonic model, and for small and large
tan β in the leptophobic model, are shown. These limits can be translated in the tan β versus
mH+ parameter space of the MSSM, as will be discussed in section 11.2.5.

In Appendix F limits on B(t → H+b) with part of the here used final states – l+jets and
dilepton for example – are briefly discussed. The result of the limits on B(t → H+b) using a
Bayesian limit setting method are discussed in Appendix G.

The upper limits on B(t → H+b) are better in the tauonic than the leptophobic model, espe-
cially for low mH+ . Comparing the limits obtained with the l+jets and dilepton channel from
appendix F to the full combination shows that the τ+lepton channel improves the limits in the
tauonic model for low masses. In the leptophobic model the τ+lepton final state represents a
disappearance channel with very low statistics, whereas in the tauonic model sensitivity due
to τ+lepton being an appearance channel can be gained.
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Figure 11.6.: Observed (blue) and expected (red) limit with one standard deviation
band (yellow) in the leptophobic model versus H+ mass for the combined
l+jets, τ+lepton and dilepton channels. The limits are compared to the
calculation of B(t → H+b) at tree level for different values of large tan β
using Eq. (12) from [180] (blue spectra). Top: comparison to tree level
MSSM calculations for large tan β. Bottom: comparison to tree level MSSM
calculations for small tan β.
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tan β H± mass limit [GeV] (tauonic) H± mass limit [GeV] (leptophobic)
0.50 151
0.60 146
0.70 140
0.80 134
0.90 129
1.0 122
1.1 115
15 none none
25 113 92
35 130 120
45 139 134
55 145 143
65 149 149
75 153 152

Table 11.15.: Lower mass limits on H± in the tauonic and leptophobic model for differ-
ent values of tan β. The calculations are at tree level.
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11.2.4. Simultaneous fit of B(t → H+b) and σtt̄

As the uncertainty on the measurement of B(t → H+b) is dominated by the uncertainty on
the tt̄ cross section, it is obvious that the one dimensional fit of B(t → H+b) is highly model
dependent. A measurement of the branching ratio of the top quark to charged Higgs decay,
independent of any assumption about the theoretical tt̄ cross section, is performed by a si-
multaneous fit of B(t → H+b) and σtt̄. The two dimensional fit in case of the tauonic charged
Higgs model is presented in this section.

The fitting procedure is the same as for the one dimensional fit of the cross section or
B(t → H+b). Again the nuisance parameter method and the standard method of error treat-
ment are used. For the final limits the results from the nuisance parameter method are taken.
The fit on both quantities is performed for each generated charged Higgs mass. In Table 11.16
and 11.17 the statistical and systematic uncertainties on σtt̄ and B(t → H+b) are shown, re-
spectively, for an example of 80 GeV charged Higgs. Comparing Table 11.16 to Table 11.4,
where the cross section only is fitted, it becomes obvious that the statistical uncertainty in-
creases for the two dimensional fit, as expected. The systematic uncertainties related to the
τ+lepton channel increase for the simultaneous measurement compared to the one dimen-
sional measurement of B(t → H+b). Comparing Table 11.17 to the corresponding Table 11.11
for the determination of B(t → H+b), the same effect of increasing systematic uncertainties re-
lated to the τ+lepton channel can be observed. For example, the uncertainty on the fake back-
ground, which is dominantly the same sign event statistics in τ+lepton, increases by a factor
of two when switching from the one dimensional to the simultaneous fitting method. The
same factor of two can be observed for the τ energy scale and τ identification. This indicates
that the τ+lepton final state is important for the two dimensional fit of σtt̄ and B(t → H+b).
As this is the only channel where the number of events increases for increasing charged Higgs
content, the observed behaviour makes sense. Comparing the tables for the systematic errors
on B(t → H+b) further, it can be seen that the statistical uncertainty increases for the two
dimensional method, but the large uncertainties from the tt̄ cross section and the luminos-
ity drop out. Uncertainties, like for example on the b-jet identification, also decrease for the
two dimensional fit, showing that the b-tagging gives only little information on the charged
Higgs branching ratio in the tauonic model, as expected. The large uncertainty on the fake
background is in principle also statistical, as it contains the statistical uncertainty of same sign
data in the τ+lepton channel and on the loose–tight events in the l+jets channel.

Tables 11.18 and 11.19 show the fitted results of B(t → H+b) and σtt̄ for the standard method
of error treatment and the nuisance method, respectively, for the generated charged Higgs
masses. Additionally, the correlation coefficients between B(t → H+b) and σtt̄ are listed. For
high charged Higgs masses the correlation between the two observables gets large, resulting
in an increasing statistical uncertainty on both quantities. For these high masses the gain from
loosing the two main systematic uncertainties is balanced by the larger statistical uncertainty,
resulting in worse limits than for the one dimensional fit. Figure 11.8 shows the nuisance
parameter fit result of the tt̄ cross section measured simultaneously with the charged Higgs
branching ratio, as function of the charged Higgs mass. Within uncertainties, the cross section
is constant as function of charged Higgs mass.

In Figure 11.7 the 68 % and 95 % Confidence Level contours in the (B(t → H+b), σtt̄) plane
are shown for different charged Higgs masses. Only statistical uncertainties are included,
and the area of the contour is calculated assuming error ellipses. For a too high correlation,
as it occurs for large charged Higgs masses, the calculation of the area neglecting the corre-
lation coefficient is not appropriate anymore and results in the statistical uncertainty of the
measured value (black lines) to be in disagreement with the 68 % Confidence Level contour
(blue). However, the ellipses give an impression on the high correlation for large charged
Higgs masses.
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Source +σ [GeV] −σ [GeV]
Statistical uncertainty 0.68 -0.64
Lepton identification 0.151 -0.149

Tau identification 0.120 -0.121
Jet identification 0.073 -0.074

Jet corrections 0.140 -0.122
Jet Trigger in tau-sample 0.045 -0.000

Tau energy scale 0.097 -0.091
Trigger 0.109 -0.082

b-jet identification 0.399 -0.373
signal modelling 0.279 -0.237

background estimation 0.153 -0.150
fake background 0.328 -0.288

other 0.159 -0.163
Matrix method εQCD and εsig 0.023 -0.024

Luminosity 0.522 -0.463
Total systematic 0.867 -0.784

Table 11.16.: Statistical and systematic uncertainties on σtt̄ for the simultaneous fit with
B(t → H+b) for a charged Higgs mass of 80 GeV in the tauonic model. In
this example the central value with standard method of error treatment is
found to be σtt̄ = 7.73 pb.

Source +σ −σ

Statistical uncertainty 0.067 -0.066
Lepton identification 0.001 -0.001

Tau identification 0.014 -0.014
Jet identification 0.005 -0.005

Jet corrections 0.014 -0.014
Jet Trigger in tau-sample 0.005 -0.000

Tau energy scale 0.011 -0.010
Trigger 0.008 -0.000

b-jet identification 0.003 -0.003
signal modelling 0.014 -0.016

background estimation 0.003 -0.003
fake background 0.036 -0.033

other 0.006 -0.006
Matrix method εQCD and εsig 0.002 -0.002

Luminosity 0.002 -0.003
Total systematic 0.047 -0.044

Table 11.17.: Statistical and systematic uncertainties on B(t → H+b) for the simultane-
ous fit with σtt̄ for a charged Higgs mass of 80 GeV in the tauonic model.
In this example the central value with standard method of error treatment
is found to be B(t → H+b) = −0.022.

As no indication for a charged Higgs is found, upper limits on the charged Higgs branch-
ing ratio are calculated with the Feldman Cousins method. For the generation of pseudo-
experiments the cross section is set to the measured value. In the fit to the pseudo-data, σtt̄
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mH+ [GeV] B(t → H+b) σtt̄ [pb]

80 −0.022+0.067
−0.066(stat)+0.047

−0.044(syst) 7.73+0.68
−0.64(stat)+0.87

−0.78(syst)

100 −0.015+0.061
−0.058(stat)+0.041

−0.038(syst) 7.78+0.64
−0.59(stat)+0.85

−0.77(syst)

120 −0.018+0.070
−0.069(stat)+0.049

−0.046(syst) 7.75+0.72
−0.66(stat)+0.87

−0.78(syst)

140 −0.003+0.084
−0.083(stat)+0.052

−0.049(syst) 7.85+0.93
−0.82(stat)+0.91

−0.81(syst)

150 0.029+0.093
−0.095(stat)+0.051

−0.047(syst) 8.18+1.19
−1.02(stat)+0.90

−0.80(syst)

155 0.017+0.098
−0.102(stat)+0.056

−0.050(syst) 8.06+1.29
−1.10(stat)+0.91

−0.81(syst)

Table 11.18.: Fit results for B(t → H+b) and σtt̄ with the standard method.

mH+ [GeV] B(t → H+b) σtt̄ [pb] correlation coefficient

80 −0.014+0.078
−0.083 8.05+1.12

−1.02 0.72

100 −0.008+0.070
−0.073 8.10+1.08

−0.98 0.66

120 −0.007+0.080
−0.086 8.10+1.15

−1.04 0.75

140 0.009+0.092
−0.097 8.24+1.32

−1.17 0.85

150 0.041+0.101
−0.103 8.58+1.55

−1.32 0.90

155 0.027+0.108
−0.113 8.45+1.65

−1.40 0.91

Table 11.19.: Fit results for B(t → H+b) and σtt̄ with the nuisance parameter method
and correlation coefficients between B(t → H+b) and σtt̄. The uncer-
tainties contain the combined statistical, systematic and luminosity un-
certainty. The correlation coefficients are measured for the statistical only
fit.

and B(t → H+b) are allowed to float, resulting in the full inclusion of the higher statisti-
cal and the different systematic uncertainties due to the two dimensional fit in the limit on
B(t → H+b).

Figure 11.9 shows the resulting limits on B(t → H+b) versus the charged Higgs mass. In
Table 11.20 the upper limits on B(t → H+b) for various charged Higgs masses are listed. In
comparison to the limits obtained with the one dimensional method, as given in Table 11.13,
the improvement for low charged Higgs masses is about 30 %. At large charged Higgs masses
the expected limits are about the same. In Table 11.21 the lower limits on the charged Higgs
mass for given tan β are shown, as resulting from the comparison of the limits on the branch-
ing ratio to tree-level MSSM calculations.

The simultaneous fit does not work properly in case of leptophobic decaying charged Higgs.
The fit relies on the different behaviour in the various channels with increasing charged
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Figure 11.7.: Contour plots for the simultaneous fit of B(t → H+b) and σtt̄ in the tauonic
charged Higgs model. Only the statistical uncertainty is included.

Higgs component. For the tauonic decaying charged Higgs, the l+jets and dilepton chan-
nels represent disappearance channels, where the number of tt̄ events decreases with increas-
ing B(t → H+b). The τ+lepton channel on the other hand is an appearance channel, as the
number of expected tt̄ events increases with increasing B(t → H+b). The information on the
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Figure 11.8.: Fitted tt̄ cross section versus charged Higgs mass in the tauonic charged
Higgs model.
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Figure 11.9.: Limit on B(t → H+b) versus charged Higgs mass. B(t → H+b) and σtt̄
are fitted simultaneously.

distribution of tt̄ events between all channels therefore delivers information on the charged
Higgs contribution and results in a reasonable correlation of σtt̄ and B(t → H+b) during the
fitting procedure. At high charged Higgs masses the τ+lepton channel behaves like a disap-
pearance channel, resulting in lower sensitivity and therefore in higher correlation. As the
decrease in the tt̄ yield for τ+lepton with increasing B(t → H+b) is slower than for the l+jets
and dilepton channel, the simultaneous fit still delivers useful information, but no improve-
ment of the limits on B(t → H+b) for the simultaneous over the one dimensional fit can be
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H+ mass [GeV] expected observed
80 0.14 0.14
100 0.12 0.12
120 0.14 0.15
140 0.17 0.20
150 0.19 0.26
155 0.22 0.27

Table 11.20.: Upper limits on the branching ratio B(t → H+b) for each H+ mass point
for the simultaneous fit with σtt̄.

tan β H± mass limit [GeV] (tauonic)
15 none
25 118
35 131
45 139
55 143
65 146
75 149

Table 11.21.: Lower mass limits on H± in the tauonic model for for the simultaneous fit
with σtt̄ and for different values of tan β. The calculations are at tree level.

seen.

In case of leptophobic decaying charged Higgs, all considered final states represent disappear-
ance channels. This means, the effect of decreasing tt̄ cross section and increasing B(t → H+b)
are almost 100% correlated. With this high correlation a simultaneous fit results in large un-
certainties on both fitted quantities, yielding worse measurements on B(t → H+b) than with
a fixed tt̄ cross section.

The inclusion of an appearance channel for leptophobic charged Higgs, i. e. the alljets final
state, would solve this problem and enable better sensitivity for a one dimensional and a
simultaneous fit. Besides an appearance channel, the expansion of the counting experiment
to the use of topological information would be another possibility to improve the sensitivity.
Examples for possible extensions of the search for charged Higgs bosons in future analyses
are discussed in section 11.2.6.

11.2.5. Translation of the limits into the tan β versus charged Higgs mass plane

The intersections of the tree-level MSSM calculations for a given tan β with the limits on
B(t → H+b) versus charged Higgs mass can be interpreted as exclusion regions in the mH+

versus tan β parameter space. Assuming the MSSM in the large tan β region and the lepto-
phobic model in the small tan β region, charged Higgs masses up to 150 GeV can be excluded
for each model, depending on tan β.

Figure 11.10 shows the resulting exclusion region in mH+ versus tan β. The limits in the large
tan β region are obtained by using the results from the simultaneous fit of B(t → H+b) in the
tauonic model with the tt̄ cross section, as presented in section 11.2.4. For the small tan β
region the leptophobic model is assumed.
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Figure 11.10.: Observed and expected limit with one standard deviation band on the
charged Higgs mass as a function of tan β. The large tan β region repre-
sents the MSSM. The limits are derived with the two-dimensional fit. The
small tan β region assumes the leptophobic model.

11.2.6. Possible extensions: Topological studies

The presented search for charged Higgs bosons gives the most stringent limits until today
on B(t → H+b) for the tauonic model. Especially the performance of the simultaneous fit
with the tt̄ production cross section results in about 30% improvement for low charged Higgs
masses. With the inclusion of more appearance channels the result is expected to improve
further, also at high charged Higgs masses.

For leptophobic decaying charged Higgs bosons the performed analysis does not show as
high a sensitivity as for the tauonic model. This can be understood by the miss of appearance
channels. Similar to the tauonic model, a large improvement can be expected if a simultane-
ous fit with the tt̄ cross section would be possible.

Besides a proper balance and the use of both appearance and disappearance channels, im-
provement can also be expected by including topological information that distinguishes Stan-
dard Model tt̄ decays from charged Higgs decays. A recently performed search for lepto-
phobic decaying charged Higgs bosons from CDF [181] with 2.2 fb−1, that uses dijet mass
templates in the l+jets channel, results in much better limits for high mass charged Higgs
than the here performed analysis. As the here presented analysis is systematically limited,
the better limits in the CDF analysis can be expected to be a result of including the topological
information and not purely due to a larger data set.

In this section a brief study of possible topological informations in the l+jets channel for the
leptophobic model is presented. Especially the dijet mass is considered. In the tauonic model
the reconstruction of the tauonic decaying charged Higgs is more difficult than the decay into
quarks. A possibility in the tauonic model is to use the fact that events with an electron or
a muon from a tauonic decay look different from events with an electron or a muon from a
direct W decay.
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Topology in the tauonic model The tt̄ final states in the l+jets channel are separated into
events with either both bosons decaying into electron, muon or tauon (dilepton final state), or
events with one boson decaying directly into quarks (semileptonic final state). In the Standard
Model tt̄ sample, events with semileptonic and dileptonic final state have different topologies
due to softer leptons and softer jets from τ decay compared to direct decay from the W boson.
For high jet multiplicities, the dileptonic contribution to the total SM tt̄ yields is much smaller
than the semileptonic, as demonstrated for example in Fig. 8.14 of section 8.

As in case of tauonic decaying charged Higgs the final state of the event contains at least
one τ decaying into hadrons or leptons, the kinematics become more and more similar to the
dileptonic final state with increasing B(t → H+b). This difference can be used to gain some
discrimination power between tt̄ → WW, tt̄ → WH and tt̄ → HH.

By comparing tt̄ → WW and tt̄ → WH in the semileptonic and tt̄ → WW to tt̄ → HH in the
dileptonic final state, the discrimination power of simple variables like lepton pT and jet pT
can be checked.

Figure 11.11 and 11.12 show the lepton pT distribution and the scalar sum of jet pT (HT) for
tt̄ → WW and tt̄ → WH in the semileptonic final state with charged Higgs masses of 80, 120
and 150 GeV. The distributions are shown before application of b-tagging. The lepton pT is
much softer for tt̄ → WH events, as expected. For higher charged Higgs masses the lepton pT
gets harder, as the momentum of the tauon and thus the momentum of the isolated electron
or muon increases. The HT distribution gets softer for higher mH+ , as the b quark from the
top decaying into charged Higgs gets less momentum. Comparing tt̄ → WW and tt̄ → HH
in the dileptonic final state shows the same trend, as demonstrated in Fig. 11.13 and 11.14.

These studies show that in the tauonic model simple variables can help in the l+jets chan-
nel to improve the sensitivity to charged Higgs decay. A multivariate technique, combining
several of such variables, would result in an even better discrimination than each of the indi-
vidual distributions.

Topology in the leptophobic model In the leptophobic model the charged Higgs decays
into a charm and strange quark. In the l+jets channel with four jets in the final state, tt̄ events
contain two b-jets and two light flavour jets, the latter from the W or H+ boson. As the mass of
the W boson is fixed around 80 GeV, the invariant mass of the two light jets represents a good
possibility to distinguish SM tt̄ events from events containing charged Higgs with masses
higher than the W boson. This variable has already been proposed in [29] for the search of
leptophobic decaying charged Higgs bosons.

The reconstruction of the dijet mass from the two light flavour jets is done by considering only
events with at least four jets and at least two b-tagged jets. In the Monte Carlo, the b-tagged
jets are determined by throwing a random number between zero and one for each jet. If the
probability given by the TRF is larger than the random number, the jet is considered to be
b-tagged. In each event, the procedure to chose b-tagged jets is iterated until at least two jets
are b-tagged. The event b-tag probability to have at least two b-tagged jets is multiplied to the
total weight of the event. This ensures a lower weight for events where two jets are chosen as
b-tagged with the random procedure, although all jets have low probability to get b-tagged
in the event. If at least two non-tagged jets are in the event, the invariant mass of the two jets
with highest pT is calculated. If less than two non-tagged jets are found, the invariant mass is
set to minus one.

As in events with exactly four jets and two b-tags it is more likely to find the two jets from the
W or H+ boson decay, events with five or more jets are considered separately. Figure 11.15
shows the dijet mass distribution for semileptonic tt̄ → WW and tt̄ → WH events, the latter
with charged Higgs masses of 80, 120 and 150 GeV. As expected, the distribution for 80 GeV
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Figure 11.11.: Comparison of lepton pT distribution of tt̄ → WW and tt̄ → WH events
in the semileptonic final state. For charged Higgs masses with 80, 120 and
150 GeV. All distributions are normalised to one. Top: 3 jet multiplicity;
Bottom: ≥ 4 jet multiplicity; Left: e+jets; Right: µ+jets.

charged Higgs looks similar to SM tt̄ events. For higher charged Higgs masses, the distribu-
tion of tt̄ → WH shows a good separation from tt̄ → WW in the four jet multiplicity sample.
For very high mH+ of 150 GeV, the distribution gets flat. As the b-jet from the top decaying
into H+ has smaller momentum at these high charged Higgs masses, the probability to be
b-tagged gets smaller for this jet. Therefore the probability that the wrong two jets are consid-
ered as light flavour jets increases, resulting in a smeared, flat distribution. For at least five
jets in the event, the distributions do not show a clear peak at the boson mass, also showing
that either energy is missing due to the fifth jet being from final state radiation, or the wrong
pair of jets being used for the dijet mass calculation.

The dijet mass distributions show already good discrimination power. Adding to the function
for the maximum likelihood fit the topological information for the subsample with at least
four jets and ≥ 2 b-tags, would improve the limits for high charged Higgs masses in the
leptophobic model. The dijet templates could be improved by using a kinematic fit to the top
quark pair, yielding a higher probability to correctly choose the two jets from the boson decay,
as was done in the CDF analysis with dijet templates.

Besides the dijet mass, some other possible variables are studied on parton level: The angular
distribution between the top quark and the b-quark, the latter boosted into the top quark
rest-frame. And the angular distribution between the boson decaying into quarks and the
highest pT quark from its decay, the latter boosted into the boson’s rest-frame. Figure 11.16
shows both distributions for the e+jets and µ+jets channels with exactly four jets in the final
state. Each event is multiplied with the probability to have at least two b-tags. Some small
differences can be seen between tt̄ → WW and tt̄ → WH for high charged Higgs masses.
Reconstructing those variables after detector simulation will smear the distributions, i. e. the
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Figure 11.12.: Comparison of HT distribution of tt̄ → WW and tt̄ → WH events in
the semileptonic final state. For charged Higgs masses with 80, 120 and
150 GeV. All distributions are normalised to one. Top: 3 jet multiplicity;
Bottom: ≥ 4 jet multiplicity; Left: e+jets; Right: µ+jets.

angles are not a good variable to discriminate tt̄ → WH from tt̄ → WW.

11.2.7. Conclusion and outlook

The presented search for charged Higgs bosons in top quark decays yields upper limits on
B(t → H+b) of the order of 0.2, depending on the considered model and the charged Higgs
mass. The first simultaneous fit of the top quark pair production cross section and the branch-
ing ratio of top quarks to charged Higgs has been performed, showing about 30% improve-
ment over the result with fixed σtt̄.

From DØ two older results on the search for charged Higgs bosons in Run I exist [182, 183].
The limits on the tauonic model can be compared to a previously performed search form CDF,
with a data set of about 200 pb−1 [184]. CDF excludes B(t → H+b) > 0.4 for tauonic decaying
charged Higgs bosons at 95% C.L. Additionally, CDF performed scans of the MSSM tan β
versus mH+ parameter space for various benchmark models, including several decay modes
of the charged Higgs boson. A recent result from CDF on leptophobic decaying charged
Higgs with 2.2 fb−1 results in the exclusion of B(t → H+b) > 0.1 to B(t → H+b) > 0.3 for
charged Higgs masses above 90 GeV [181]. The analysis uses a template method where the
dijet mass of the charged Higgs is reconstructed and used as template to distinguish charged
Higgs and background events. For high mass charged Higgs the limits are thus stronger than
the here presented limits on the leptophobic model.

Including topological information into the performed analysis is expected to improve the
sensitivity to charged Higgs, but goes beyond the scope of this thesis. Additional final
states would also improve the limits and enable the simultaneous fit not only for the tauonic
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Figure 11.13.: Comparison of the lepton pT distribution of tt̄ → WW and tt̄ → HH
events in the dileptonic final state. For charged Higgs masses with 80,
120 and 150 GeV. All distributions are normalised to one. Top: 3 jet mul-
tiplicity; Bottom: ≥ 4 jet multiplicity; Left: e+jets; Right: µ+jets.

model. The inclusion of the alljets channel, for example, would provide an appearance chan-
nel that decouples the sensitivity to the tt̄ cross section from the charged Higgs branching
ratio B(t → H+b). This would then enable the simultaneous fit to be performed for leptopho-
bic decaying charged Higgs bosons. Another extension, that was planned to be done, is the
inclusion of different charged Higgs decays in order to perform a full scan over the MSSM
parameter space. Due to momentarily missing Monte Carlo samples for three body decays of
the charged Higgs boson the scan could not yet be performed.

The presented studies on the search for charged Higgs bosons clearly show that a counting
method where the tt̄ cross section has to be fixed, is not statistically limited, but limited by the
uncertainty on the cross section. Especially for searches at the LHC, where much larger statis-
tics are expected, topological information or the mixture of disappearance and appearance
channels are essential. A simultaneous fit, as presented here, might yield valuable informa-
tion and seems also be desirable for methods using topological information, as the absorption
of certain systematic uncertainties by one observable results in the more precise measurement
of the other. This concept has already been shown for the simultaneous measurement of R
and σ · B2.
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Figure 11.14.: Comparison of the HT distribution of tt̄ → WW and tt̄ → HH events
in the dileptonic final state. For charged Higgs masses with 80, 120 and
150 GeV. All distributions are normalised to one. Top: 3 jet multiplicity;
Bottom: ≥ 4 jet multiplicity; Left: e+jets; Right: µ+jets.
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Figure 11.15.: Comparison of the dijet mass distribution of tt̄ → WW and tt̄ → WH
events. For charged Higgs masses with 80, 120 and 150 GeV. All distri-
butions are normalised to one. Top left: e+jets, 4 jets; Top right: µ+jets, 4
jets; Bottom left: e+jets ≥ 5 jets; Bottom right: µ+jets, ≥ 5 jets.
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Figure 11.16.: Comparison of the angular distribution of tt̄ → WW and tt̄ → WH
events. For charged Higgs masses with 80, 120 and 150 GeV. All distri-
butions are normalised to one. Top: angular distribution between the top
quark and the b-quark, the latter boosted into the top quark rest-frame;
Bottom: angular distribution between the boson decaying into quarks
and the highest pT quark from its decay, the latter boosted into the bo-
son’s rest-frame; Left: e+jets, 4 jets; Right: µ+jets, 4 jets.



12. Summary and Outlook

In this thesis measurements and searches in the top quark sector have been presented.

With about 0.9 fb−1 of data collected by the DØ detector, the precise measurement of the
top quark pair production cross section and the ratio of branching fractions R has been per-
formed in the lepton plus jets final state. The measurement of R represents the most precise
measurement to date. Its uncertainty is by more than a factor of two better than the pre-
vious measurement, allowing to put the best direct constraints on the CKM matrix element
|Vtb| to date. The result is in agreement with all previous measurements and with the Stan-
dard Model prediction. Simultaneously with R the top quark pair production cross section
σ(pp̄ → tt̄) · B2(t → Wq) has been extracted, which was the most precise single tt̄ cross sec-
tion result in summer 2007. In spring 2008 the analysis was published in the Physics Review
Letters as the first simultaneous measurement of the top quark pair production cross section
and the ratio of branching fractions, with

R = 0.968+0.092
−0.083 (stat+syst)

σ(pp̄ → tt̄) · B2(t → Wq) = 8.18+0.90
−0.84 (stat+syst)± 0.50 (lumi) pb

for a top quark mass of 175 GeV. A limit on |Vtb| of

95 % C.L. : |Vtb| > 0.884

was extracted, where unitarity of the CKM matrix was assumed, as well as a limit on

95 % C.L. :
(V2

ts + V2
td)

V2
tb

< 0.266 ,

where no assumption about three quark generations or unitarity of the CKM matrix is made.

Furthermore, the top quark pair production cross section in the lepton plus jets, dilepton and
tau plus lepton final states have been combined for a dataset of about 1 fb−1, resulting in

σtt̄ = 7.83+0.93
−0.82 (total) pb

for a top quark mass of 175 GeV. The result is fully compatible with other cross section mea-
surements and the theory prediction.

Based on the cross section combination a global search for the charged Higgs boson in top
quark decays in various tt̄ final states has been performed. Since the charged Higgs de-
cays differ from the W boson decays, a high branching ratio of top quarks to charged Higgs
bosons B(t → H+b) can result in a deviation compared to the number of tt̄ events predicted
by the Standard Model. Limits on a purely tauonic and a leptophobic charged Higgs model
have been set, resulting in B(t → H+b) < 0.2 in the tauonic model and B(t → H+b) < 0.26
in the leptophobic model. The former represents the most stringent limit on tauonic decay-
ing charged Higgs bosons until today, and both are the first limits from DØ on the low mass
charged Higgs in Run II. In case of the tauonic model, the first two dimensional fit of σtt̄ and
B(t → H+b) has been performed, resulting in a 30 % improvement of the sensitivity for low
charged Higgs masses compared to the fit of B(t → H+b). The cross section combination and



180 Chapter 12. Summary and Outlook

the search for charged Higgs have been presented for the first time at the summer conferences
2008.

Besides these two main results of this thesis, interpretations of the same data sets or measure-
ments in a slightly different way have been presented. The cross section ratio in the lepton
plus jets over the dilepton channel has been extracted, which can be used to set a limit on the
decay of top quarks into b-quark and any other boson but the W. Furthermore, the top quark
mass can be extracted from the cross section measurement.

Last but not least, the simultaneous measurement of R and σtt̄ was changed into a simultane-
ous measurement of σtt̄ and the associated production of a Higgs boson and a top quark pair
σtt̄H · B(H → bb̄). The latter yields the first measurement of σtt̄H · B(H → bb̄) at DØ and the
currently best limits on σtt̄H · B(H → bb̄) from the Tevatron.

With the start of the LHC at CERN statistics will no longer be a a limiting factor for analyses
based on tt̄ events. Even at the Tevatron, the statistics will increase by more than a factor
of six until the end of Run II, compared to the data used for the shown analyses. Many
of the here presented analyses already have a systematic uncertainty that is larger than or
comparable to the statistical uncertainty. For example, the search for charged Higgs bosons is
highly depending on the uncertainty of the theoretical tt̄ cross section. In order to improve the
results, an improvement of the methods is therefore essential. In case of the charged Higgs
boson this can be achieved with the inclusion of topological information and the extension to
more final states, as discussed in this thesis.



A. Trigger requirements in the e+jets and
µ+jets channel

In this section the individual trigger lists that are used for the e+jets and µ+jets trigger are
described briefly.

Electron plus jets channel In the e+jets channel, the triggers EM15_2JT15, E1_SHT15_2J20,
E1_SHT15_2J_J25 or E1_SHT15_2J_J30 are required. The following requirements on Level 1,
Level 2 and Level 3 are used per trigger:

EM15_2JT15 Requires one calorimeter EM trigger tower with ET > 10 GeV and two jet
towers with ET > 5 GeV on Level 1. On Level 2 there must be one EM candidate with
electromagnetic fraction fem > 0.85 and two jet candidates with ET > 10 GeV. On Level
3 one electron with ET > 15 GeV and two jet candidates with ET > 15 GeV must be
present in the event.

E1_SHT15_2J20 Requires one calorimeter EM trigger tower with ET > 11 GeV on Level 1 and
one tight electron candidate with ET > 15 GeV and two jet candidates with ET > 20 GeV
on Level 3. No Level 2 requirement is imposed.

E1_SHT15_2J_J25 On Level 1 at least one EM object with ET > 19 GeV and |η| < 3.2 must
be found. One EM candidate with ET > 15 GeV is required on Level 2. On Level 3 two
jets with ET > 20 GeV, one jet with ET > 25 GeV and an electron with ET > 15 GeV and
a tight shower shape are required.

E1_SHT15_2J_J30 There must be one EM object with ET > 11 GeV at Level 1 and one
calorimeter electron object with ET > 15 GeV on Level 2. On Level 3 two jets with
ET > 20 GeV, where one of the jets must have ET > 30 GeV, and an electron with
ET > 15 GeV and a tight shower shape are required.

Muon plus jets channel In the µ+jets channel the triggers MU_JT20_L2M0,
MU_JT25_L2M0, MUJ2_JT25, MUJ2_JT25_LM3, MUJ2_JT30_LM3, MUJ1_JT25_ILM3 and
MUJ1_JT35_LM3 are used. The following requirements on Level 1, Level 2 and Level 3 apply
for the muon plus jets trigger:

MU_JT20_L2M0 On Level 1 a muon scintillator trigger and one calorimeter jet trigger tower
with ET > 3 GeV or ET > 5 GeV – depending on the trigger list – are required. One
muon candidate with medium quality must be found on Level 2. Depending on the
trigger list an additional jet with ET > 10 GeV must be in the event. At Level 3 at least
one jet with ET > 20 GeV is required.

MU_JT25_L2M0 On Level 1 a muon scintillator trigger and one calorimeter jet trigger tower
with ET > 3 GeV are required. One muon candidate with medium quality and one jet
with ET > 10 GeV must be found on Level 2. At Level 3 at least one jet with ET > 25 GeV
is required.
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MUJ2_JT25 One muon scintillator trigger and one calorimeter jet trigger tower with ET >
5 GeV at Level 1, one muon candidate with medium quality on Level 2 and at least one
jet with ET > 25 GeV and |η| < 3.6 on Level 3 are required.

MUJ2_JT25_LM3 Requires one single muon trigger based on muon scintillator and loose
wires and one calorimeter jet trigger tower with ET > 5 GeV at Level 1, at least one
muon with medium quality and at least one jet with ET > 8 GeV on Level 2 and at least
one jet with ET > 25 GeV and |η| < 3.6 as well as one loose muon with pT > 3 GeV on
Level 3.

MUJ2_JT30_LM3 Requires one single muon trigger based on muon scintillator and loose
wires and one calorimeter jet trigger tower with ET > 3 GeV at Level 1, at least one
muon with medium quality and at least one jet with ET > 8 GeV on Level 2 and at least
one jet with ET > 30 GeV and |η| < 3.6 as well as one loose muon with pT > 3 GeV on
Level 3.

MUJ1_JT25_LM3 On Level 1 one single muon trigger based on muon scintillator and loose
wires and one calorimeter jet trigger tower with ET > 5 GeV is required. At least one
muon with medium quality and at least one jet with ET > 8 GeV must be found in the
event on Level 2, and at least one jet with ET > 25 GeV and |η| < 3.6 as well as one
loose muon with pT > 3 GeV are required on Level 3.

MUJ1_JT25_ILM3 On Level 1 one single muon trigger based on muon scintillator and loose
wires and one calorimeter jet trigger tower with ET > 5 GeV is required. At least one
muon with medium quality and at least one jet with ET > 8 GeV must be found in the
event on Level 2. At Level 3 at least one jet with ET > 25 GeV and |η| < 3.6 as well as
one loose muon with pT > 3 GeV and one loose isolated muon with pT > 3 GeV are
required.

MUJ1_JT35_LM3On Level 1 one single muon trigger based on muon scintillator and loose
wires and one calorimeter jet trigger tower with ET > 5 GeV is required. At least one
muon with medium quality and at least one jet with ET > 8 GeV must be found in the
event on Level 2, and at least one jet with ET > 35 GeV and |η| < 3.6 as well as one
loose muon with pT > 3 GeV are required on Level 3.



B. Handling of the Matrix Method in the
maximum likelihood fit for R and σ · B2

The extraction of the tt̄ cross section and R, but also the branching ratio of top quarks to
charged Higgs bosons, is performed with a maximum likelihood fit. In the l+jets channel,
the normalisation of the W+jets background is treated differently from other Monte Carlo
background, as for example single top or diboson production. In contrast to the latter, the
total W+jets contribution is determined with the Matrix Method before application of the b-
tagging. In the following the correlations due to the W+jets normalisation between different b-
tag subsamples are resolved and the final equations that are used in the maximum likelihood
function are derived.

The Matrix Method is applied three times: before b-tagging, in samples with one b-tag and
in samples with two b-tags. The loose and tight samples that are used are therefore µ` and
µt (before tagging), µ

1tag
` and µ

1tag
t , µ

2tag
` and µ

2tag
t . The number of events in the 0 b-tagged

sample can be written as µ − µ1tag − µ2tag for the loose and the tight sample. Each of the
number of events in the different b-tagged samples, as well as the number of events in the
subsample with zero b-tags, are considered as free, independent parameters in the analysis,
constraint to the number of observed events. The number of observed events is denoted in
the following as n, in contrast to the number of expected events µ or N for individual samples.
The equations of the Matrix Method before b-tagging can be written as

Nreal_lepton = εsig
nt − εqcdn`

εsig − εqcd
(B.1)

NQCD = εqcd
εsign` − nt

εsig − εqcd

with Nreal_lepton and NQCD being the number of events with a true or fake isolated lepton in
the tight sample.

The true number of µ` and µt is not known, therefore they can vary freely, but within the
constraint to their corresponding number of observed events n` and nt. The number of tight
events µt is a subset of µ`, therefore µt and µ` are not independent of each other. Rewriting
Eq. B.1 in terms of the loose minus tight sample µ`−t and the tight sample µt and purely in
terms of the number of expected events, gives

Nreal_lepton = εsig
µt − εqcd(µt + µ`−t)

εsig − εqcd
(B.2)

NQCD = εqcd
εsig(µ`−t + µt)− µt

εsig − εqcd
.

In order to construct a maximum likelihood, the predicted number of events with true and
fake isolated leptons (µt and µ`−t) in the different b-tag subsamples have to be expressed in
terms of the predicted number of signal and background events, where background events are
all but the W+jets background. The prediction on the latter is implicitly included in the Matrix
Method before b-tagging. Once µt and µ`−t are constructed in this way, the predictions in the
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loose minus tight and tight samples can then be constraint to the corresponding observed
number of events. The number of loose minus tight events is a freely floating number, that is
constraint to the corresponding number of observed events as

P(n1tag
`−t , µ

1tag
`−t )×P(n2tag

`−t , µ
2tag
`−t ). (B.3)

Taking into account the Matrix Method in the one and two b-tagged subsamples, the number
of multijet events can be written as

N1tag
QCD = εqcd

εsig(µ
1tag
`−t + µ

1tag
t )− µ

1tag
t

εsig − εqcd
(B.4)

N2tag
QCD = εqcd

εsig(µ
2tag
`−t + µ

2tag
t )− µ

2tag
t

εsig − εqcd

where the number of events in the loose sample after b-tagging is already split up into the
independent loose minus tight and tight samples µ`−t and µt, respectively. As the number
of events in the loose minus tight and the tight samples before b-tagging already include the
number of events in the subsamples with 1 and ≥ 2 b-tags, the pre-tagged samples are spilt
into the sample with zero, one and at least two b-tags. In that way the pre-tagged sample is
expressed in terms of independent subsamples:

µt = µ
0tag
t + µ

1tag
t + µ

2tag
t (B.5)

µ`−t = µ
0tag
`−t + µ

1tag
`−t + µ

2tag
`−t

Using Eq. B.5, the Matrix Method before b-tagging given in Eq. B.2, can be rewritten as

Nreal_lepton = εsig
(1− εqcd)(µ

0tag
t + µ

1tag
t + µ

2tag
t )− εqcd(µ

0tag
`−t + µ

1tag
`−t + µ

2tag
`−t )

εsig − εqcd

NQCD = εqcd
εsig(µ

0tag
`−t + µ

1tag
`−t + µ

2tag
`−t ) + (εsig − 1)(µ

0tag
t + µ

1tag
t + µ

2tag
t )

εsig − εqcd
.

(B.6)

Similar to Eq. B.3, the number of tight events in the zero b-tagged sample is constraint to the
observed number of events:

P(n0tag
t , µ

0tag
t )×P(n0tag

`−t , µ
0tag
`−t ) (B.7)

This equation has to be modified when a topological discriminant in the zero b-tagged sample
is introduced. The modification is explained in section 8.1.2.

The number of tight events in the one and two b-tag subsamples are also constraint within
Poisson statistics to their number of observed events:

P(n1tag
t , µ

1tag
t )×P(n2tag

t , µ
2tag
t ) (B.8)

At this point, the only missing part for the full implementation of the Matrix Method into
the maximum likelihood is to express µ

1tag
t and µ

2tag
t in terms of the predicted signal and

background events, that depend on the tt̄ cross section and R.
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The number of predicted events in the tight b-tagged samples can be expressed as

µ
1tag
t = P1tag

signalNsignal + N1tag
QCD + P1tag

W+jetsNW+jets + P1tag
bkg Nbkg (B.9)

µ
2tag
t = P2tag

signalNsignal + N2tag
QCD + P2tag

W+jetsNW+jets + P2tag
bkg Nbkg

where Ptag means the b-tag efficiency for the signal and background samples.

Using the relation

NW+jets = Nreal_lepton − Nsignal − Nbkg, (B.10)

expressing that the number of W+jets events is extracted from the Matrix Method before b-
tagging, it is possible to write the number of W+jets events after b-tagging in Eq. B.9 in terms
of the number of events with real isolated leptons (Nreal_lepton), the number of signal events
(Nsignal) and Monte Carlo background (Nbkg) before b-tagging. Inserting Eq. B.10 into Eq. B.9
results in

µ
1tag
t = P1tag

signalNsignal + N1tag
QCD + P1tag

W+jetsNreal_lepton

−P1tag
W+jetsNsignal − P1tag

W+jetsNbkg + P1tag
bkg Nbkg (B.11)

µ
2tag
t = P2tag

signalNsignal + N2tag
QCD + P2tag

W+jetsNreal_lepton

−P2tag
W+jetsNsignal − P2tag

W+jetsNbkg + P2tag
bkg Nbkg

where Nreal_lepton and NQCD depend on µ
1tag
t and µ

2tag
t . Equation B.11 can be considered as

a system of two equations with two unknowns µ
1tag
t and µ

2tag
t . Solving this system for µ

1tag
t

and µ
2tag
t results in an expression of the number of events in the tight samples with a certain

number of b-tags as a function of the b-tag efficiencies, εsig, εqcd, µ
0tag
t , µ

0tag
`−t , µ

1tag
`−t , µ

2tag
`−t and the

number of predicted signal and Monte Carlo background (single top, Z+jets, diboson) events
in the different b-tag subsamples. Expressing the number of multijet events N1tag

QCD and N2tag
QCD

in terms of Eq. B.4 and Nreal_lepton in terms of Eq. B.2, the number of tight events in the one
and two b-tagged subsample can be written as

µ
1tag
t = k1 + a1µ

0tag
t + b1µ

1tag
t + c1µ

2tag
t + d1µ

0tag
`−t + e1µ

1tag
`−t + f1µ

2tag
`−t

µ
2tag
t = k2 + a2µ

0tag
t + b2µ

1tag
t + c2µ

2tag
t + d2µ

0tag
`−t + e2µ

1tag
`−t + f2µ

2tag
`−t .

(B.12)

The factors k1 and k2 are given by:

k1 = P1tag
signalNsignal − P1tag

W+jetsNbkg − P1tag
W+jetsNsignal + P1tag

bkg Nbkg (B.13)

k2 = P2tag
signalNsignal − P2tag

W+jetsNbkg − P2tag
W+jetsNsignal + P2tag

bkg Nbkg.
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The factors a1, b1, c1, d1, e1 and f1 are defined by:

a1 = c1 =
P1tag

W+jetsεsig(1− εqcd)

εsig − εqcd
(B.14)

b1 =
εsigεqcd − εqcd + P1tag

W+jetsεsig − P1tag
W+jetsεsigεqcd

εsig − εqcd

d1 = f1 =
−P1tag

W+jetsεsigεqcd)

εsig − εqcd

e1 =
εsigεqcd − P1tag

W+jetsεsigεqcd

εsig − εqcd

The factors a2, b2, c2, d2, e2 and f2 are defined similar to Eq. B.14 as:

a2 = b2 =
P2tag

W+jetsεsig(1− εqcd)

εsig − εqcd
(B.15)

c2 =
εsigεqcd − εqcd + P2tag

W+jetsεsig − P2tag
W+jetsεsigεqcd

εsig − εqcd

d2 = e2 =
−P2tag

W+jetsεsigεqcd)

εsig − εqcd

f2 =
εsigεqcd − P2tag

W+jetsεsigεqcd

εsig − εqcd

From Eq. B.12 the final expression for µ
1tag
t can then be extracted as

µ
1tag
t =

1
(c2 − 1)(b1 − 1)− c1b2

×
(

k2c1 − k1c2 + k1

+ µ
0tag
t (c1a2 − (c2 − 1)a1)

+ µ
0tag
`−t (c1d2 − (c2 − 1)d1)

+ µ
1tag
`−t (c1e2 − (c2 − 1)e1)

+ µ
2tag
`−t (c1 f2 − (c2 − 1) f1)

)
(B.16)

and for µ
2tag
t as

µ
2tag
t =

1
(c2 − 1)(b1 − 1)− c1b2

×
(

k1b2 − k2c1 + k2

+ µ
0tag
t (b2a1 − (b1 − 1)a2)

+ µ
0tag
`−t (b2d1 − (b1 − 1)d2)

+ µ
1tag
`−t (b2e1 − (b1 − 1)e2)

+ µ
2tag
`−t (b2 f1 − (c2 − 1) f2)

)
(B.17)
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The number of expected events µ
1tag
t and µ

2tag
t are functions of the signal and Monte Carlo

background predictions and the parameters µ
0tag
t , µ

0tag
`−t , µ

1tag
`−t , µ

2tag
`−t .

The final product of the maximum likelihood is given in Eq 8.5 in section 8.



C. Validation plots and cut flow tables for the
simultaneous measurement of R and σ · B2

In this section Monte Carlo to data comparison plots, as well as cut flow tables belonging to
the measurement of R and σ · B2, discussed in chapter 8, are shown.

C.1. Data to Monte Carlo comparison plots

Several data to Monte Carlo comparison plots for different variables and for the e+jets and
µ+jets channel are shown. Various variables in the 0, 1 and ≥ 2 b-tag subsample for the 3
and ≥ 4 jet multiplicities are considered. A selection of lepton pT and η, jet pT and missing
transverse energy is shown in Fig. C.2 to C.13. All plots are for the medium NN b-tagger, a tt̄
cross section of 6.8 pb and R = 1. All distributions show reasonable agreement between data
and Monte Carlo prediction. The red area is the tt̄ signal, the green areas are for the different
W+jets contributions (Wlp+jets, Wcc+jets and Wbb+jets). The brown represents the multijet
contribution. The rest are the small single top, Z+jets and diboson backgrounds. A detailed
legend used for all Data to Monte Carlo comparison plots can be found in Fig. C.1.

In each plot the Kolmogorov-Smirnov (KS) probability is given, which is a measure of the
quality of the agreement between the prediction and the data. The method provides an unbi-
ased probability estimate for un-binned data. Therefore the number of bins for the calculation
of the KS probability is increased by a factor of 200 compared to the shown binning.
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Figure C.1.: Legend to be used for the Data to Monte Carlo comparisons plots in the
e+jets channel. For the µ+jets channel ZMuMU has the same colors as
ZEE in the e+jets channel. The number of observed and expected events
are given for the e+jets subsample with at least four jets and no b-tagged
jets.
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Figure C.2.: Data to Monte Carlo comparisons in the e+jets channel for 3 jets with 0
b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.3.: Data to Monte Carlo comparisons in the µ+jets channel for 3 jets with 0
b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.4.: Data to Monte Carlo comparisons in the e+jets channel for ≥ 4 jets with
0 b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.5.: Data to Monte Carlo comparisons in the µ+jets channel for ≥ 4 jets with
0 b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.6.: Data to Monte Carlo comparisons in the e+jets channel for 3 jets with 1 b-
tag. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom right:
leading jet pT.
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Figure C.7.: Data to Monte Carlo comparisons in the µ+jets channel for 3 jets with 1 b-
tag. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom right:
leading jet pT.
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Figure C.8.: Data to Monte Carlo comparisons in the e+jets channel for ≥ 4 jets with
1 b-tag. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.9.: Data to Monte Carlo comparisons in the µ+jets channel for ≥ 4 jets with
1 b-tag. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.10.: Data to Monte Carlo comparisons in the e+jets channel for 3 jets with≥ 2
b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.11.: Data to Monte Carlo comparisons in the µ+jets channel for 3 jets with≥ 2
b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ; Bottom
right: leading jet pT.
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Figure C.12.: Data to Monte Carlo comparisons in the e+jets channel for ≥ 4 jets with
≥ 2 b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ;
Bottom right: leading jet pT.
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Figure C.13.: Data to Monte Carlo comparisons in the µ+jets channel for ≥ 4 jets with
≥ 2 b-tags. Top left: lepton pT; Top right: lepton η; Bottom left: E/T ;
Bottom right: leading jet pT.
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C.2. Cut flow tables

For each tt̄ signal Monte Carlo tt̄ → WbWb, tt̄ → WbWq` and tt̄ → Wq`Wq` Tables with
the exclusive and cumulative preselection efficiencies in the exclusive 3 and inclusive 4 jet
multiplicity bin are shown. Additionally the κ factors (scale and average reweighting factors),
the data quality scale factor and primary vertex selection scale factors are listed.

All selection efficiencies are with respect to the parton level filter, where the semileptonic final
state is chosen based on Monte Carlo truth information. Therefore the respective branching
ratios of 0.17137 in the e+jets and 0.1721 in the µ+jets channel must be multiplied on the selec-
tion efficiency in the tables, in order to get the full event selection efficiency for the considered
sample.

Cut flow for tt̄→ WbWb in e + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
242365

≥ 4good jets 112530 46.430± 0.101 46.430± 0.101
leading jet cut 111892 99.433± 0.022 46.167± 0.101
loose electron 46104 41.204± 0.147 19.023± 0.080

muon veto 46098 99.987± 0.005 19.020± 0.080
2nd electron veto 46090 99.983± 0.006 19.017± 0.080
vertex selection 45395 98.492± 0.057 18.730± 0.079

6ET 40587 89.409± 0.144 16.746± 0.076
triangle selection 38093 93.855± 0.119 15.717± 0.074

tight electron 34148 89.644± 0.156 14.089± 0.071
Trigger probability 96.832± 0.01 13.643± 0.068

κelectron reco,ID 98.530± 0.005 13.443± 0.067
κelectron likelihood 89.111± 0.025 11.982± 0.060
κb−fragmentation 97.772± 1.055 11.706± 0.076

Data Quality 97.14± 0.5 11.365± 0.064
Prmary vertex selection SF 98.88± 1.5 11.237± 0.064

ǫtotal 11.237± 0.064

Table C.1.: Preselection efficiencies for tt̄ → WbWb in the e+jets channel for four or
more jets.
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Cut flow for tt̄→WbWq in e + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35693

≥ 4 good jets 16823 47.132± 0.264 47.132± 0.264
leading jet cut 16741 99.513± 0.054 46.903± 0.264
loose electron 6963 41.592± 0.381 19.508± 0.210

muon veto 6962 99.986± 0.014 19.505± 0.210
2nd electron veto 6960 99.971± 0.020 19.500± 0.210
vertex selection 6854 98.477± 0.147 19.203± 0.208

6ET 6191 90.327± 0.357 17.345± 0.200
triangle selection 5813 93.894± 0.304 16.286± 0.195

tight electron 5206 89.558± 0.401 14.585± 0.187
Trigger probability 96.870± 0.024 14.129± 0.181

κelectron reco,ID 98.538± 0.014 13.922± 0.178
κelectron likelihood 89.138± 0.065 12.412± 0.159
κb−fragmentation 98.966± 0.703 12.292± 0.180

Data Quality 97.14± 0.5 11.940± 0.172
Prmary vertex selection SF 98.88± 1.5 11.806± 0.170

ǫtotal 11.806± 0.170

Table C.2.: Preselection efficiencies for tt̄ → WbWq in the e+jets channel for four or
more jets.

Cut flow for tt̄→WqWq in e + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35795

≥ 4 good jets 17507 48.909± 0.264 48.909± 0.264
leading jet cut 17432 99.572± 0.049 48.700± 0.264
loose electron 7401 42.456± 0.374 20.676± 0.214

muon veto 7401 100.000± 0.000 20.676± 0.214
2nd electron veto 7399 99.973± 0.019 20.670± 0.214
vertex selection 7297 98.621± 0.136 20.386± 0.213

6ET 6491 88.954± 0.367 18.134± 0.204
triangle selection 6136 94.531± 0.282 17.142± 0.199

tight electron 5506 89.733± 0.387 15.382± 0.191
Trigger probability 96.854± 0.024 14.898± 0.184

κelectron reco,ID 98.528± 0.013 14.678± 0.182
κelectron likelihood 89.061± 0.063 13.076± 0.162
κb−fragmentation 99.974± 0.149 13.074± 0.163

Data Quality 97.14± 0.5 12.696± 0.176
Prmary vertex selection SF 98.88± 1.5 12.553± 0.175

ǫtotal 12.553± 0.175

Table C.3.: Preselection efficiencies for tt̄ → WqWq in the e+jets channel for four or
more jets.
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Cut flow for tt̄→WbWb in mu + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
240928

≥ 4 good jets 113943 47.293± 0.102 47.293± 0.102
leading jet cut 113353 99.482± 0.021 47.048± 0.102
Z muon veto 46655 41.159± 0.146 19.365± 0.081
loose muon 46648 99.985± 0.006 19.362± 0.081

2nd muon veto 46647 99.998± 0.002 19.361± 0.081
electron veto 46612 99.925± 0.013 19.347± 0.080

vertex selection 45982 98.648± 0.053 19.085± 0.080
6ET 39643 86.214± 0.161 16.454± 0.076

triangle selection 36880 93.030± 0.128 15.307± 0.073
tight muon 31901 86.499± 0.178 13.241± 0.069

Trigger probability 87.585± 0.057 11.596± 0.060
κmuon ID x acc x cosmic veto 97.500± 0.056 11.324± 0.060

κmuon track 92.221± 0.029 10.452± 0.055
κRat11<0.08 and Rattrk<0.06 100.195± 0.005 10.475± 0.055

κb−fragmentation 99.008± 1.257 10.370± 0.070
Data Quality 97.14± 0.5 10.073± 0.061

Prmary vertex selection SF 98.88± 1.5 9.960± 0.061
ǫtotal 9.960± 0.061

Table C.4.: Preselection efficiencies for tt̄ → WbWb in the µ+jets channel for four or
more jets.

Cut flow for tt̄→WbWq in mu + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35280

≥ 4 good jets 17103 48.478± 0.266 48.478± 0.266
leading jet cut 17022 99.526± 0.052 48.248± 0.266
Z muon veto 7016 41.217± 0.377 19.887± 0.213
loose muon 7014 99.971± 0.020 19.881± 0.212

2nd muon veto 7014 100.000± 0.000 19.881± 0.212
electron veto 7009 99.929± 0.032 19.867± 0.212

vertex selection 6912 98.616± 0.140 19.592± 0.211
6ET 5974 86.429± 0.412 16.933± 0.200

triangle selection 5513 92.283± 0.345 15.626± 0.193
tight muon 4769 86.505± 0.460 13.518± 0.182

Trigger probability 87.936± 0.142 11.886± 0.161
κmuon ID x acc x cosmic veto 97.542± 0.145 11.612± 0.158

κmuon track 92.242± 0.075 10.719± 0.146
κRat11<0.08 and Rattrk<0.06 100.220± 0.012 10.745± 0.147

κb−fragmentation 97.576± 0.741 10.490± 0.165
Data Quality 97.14± 0.5 10.189± 0.161

Prmary vertex selection SF 98.88± 1.5 10.075± 0.160
ǫtotal 10.075± 0.160

Table C.5.: Preselection efficiencies for tt̄ → WbWq in the µ+jets channel for four or
more jets.
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Cut flow for tt̄→WqWq in mu + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35135

≥ 4 good jets 17480 49.751± 0.267 49.751± 0.267
leading jet cut 17416 99.634± 0.046 49.569± 0.267
Z muon veto 7180 41.226± 0.373 20.435± 0.215
loose muon 7179 99.986± 0.014 20.433± 0.215

2nd muon veto 7179 100.000± 0.000 20.433± 0.215
electron veto 7174 99.930± 0.031 20.418± 0.215

vertex selection 7074 98.606± 0.138 20.134± 0.214
6ET 6153 86.980± 0.400 17.512± 0.203

triangle selection 5740 93.288± 0.319 16.337± 0.197
tight muon 4970 86.585± 0.450 14.145± 0.186

Trigger probability 87.887± 0.142 12.431± 0.164
κmuon ID x acc x cosmic veto 97.647± 0.142 12.159± 0.162

κmuon track 92.175± 0.075 11.215± 0.150
κRat11<0.08 and Rattrk<0.06 100.206± 0.012 11.242± 0.150

κb−fragmentation 99.817± 0.129 11.223± 0.151
Data Quality 97.14± 0.5 10.902± 0.166

Prmary vertex selection SF 98.88± 1.5 10.779± 0.165
ǫtotal 10.779± 0.165

Table C.6.: Preselection efficiencies for tt̄ → WqWq in the µ+jets channel for four or
more jets.

Cut flow for tt̄→ WbWb in e + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
242365

= 3 good jets 92618 38.214± 0.099 38.214± 0.099
leading jet cut 91674 98.981± 0.033 37.825± 0.099
loose electron 48487 52.891± 0.165 20.006± 0.081

muon veto 48477 99.979± 0.007 20.002± 0.081
2nd electron veto 48467 99.979± 0.007 19.998± 0.081
vertex selection 47755 98.531± 0.055 19.704± 0.081

6ET 42731 89.480± 0.140 17.631± 0.077
triangle selection 40146 93.951± 0.115 16.564± 0.076

tight electron 35512 88.457± 0.159 14.652± 0.072
Trigger probability 96.694± 0.012 14.167± 0.069

κelectron reco,ID 98.535± 0.005 13.960± 0.068
κelectron likelihood 89.149± 0.025 12.448± 0.061
κb−fragmentation 98.399± 0.395 12.250± 0.077

Data Quality 97.14± 0.5 11.899± 0.066
Prmary vertex selection SF 98.88± 1.5 11.766± 0.065

ǫtotal 11.766± 0.065

Table C.7.: Preselection efficiencies for tt̄ → WbWb in the e+jets channel for exactly
three jets.
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Cut flow for tt̄→WbWq in e + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35693

= 3 good jets 13687 38.346± 0.257 38.346± 0.257
leading jet cut 13563 99.094± 0.081 37.999± 0.257
loose electron 7257 53.506± 0.428 20.332± 0.213

muon veto 7254 99.959± 0.024 20.323± 0.213
2nd electron veto 7251 99.959± 0.024 20.315± 0.213
vertex selection 7125 98.262± 0.153 19.962± 0.212

6ET 6399 89.811± 0.358 17.928± 0.203
triangle selection 6021 94.093± 0.295 16.869± 0.198

tight electron 5330 88.524± 0.411 14.933± 0.189
Trigger probability 96.747± 0.028 14.447± 0.182

κelectron reco,ID 98.529± 0.014 14.234± 0.179
κelectron likelihood 89.199± 0.064 12.700± 0.160
κb−fragmentation 98.625± 0.684 12.528± 0.181

Data Quality 97.14± 0.5 12.169± 0.173
Prmary vertex selection SF 98.88± 1.5 12.033± 0.172

ǫtotal 12.033± 0.172

Table C.8.: Preselection efficiencies for tt̄ → WbWq in the e+jets channel for exactly
three jets.

Cut flow for tt̄→WqWq in e + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35795

= 3 good jets 13374 37.363± 0.256 37.363± 0.256
leading jet cut 13277 99.275± 0.073 37.092± 0.255
loose electron 7072 53.265± 0.433 19.757± 0.210

muon veto 7071 99.986± 0.014 19.754± 0.210
2nd electron veto 7067 99.943± 0.028 19.743± 0.210
vertex selection 6949 98.330± 0.152 19.413± 0.209

6ET 6265 90.157± 0.357 17.502± 0.201
triangle selection 5851 93.392± 0.314 16.346± 0.195

tight electron 5162 88.224± 0.421 14.421± 0.186
Trigger probability 96.733± 0.030 13.949± 0.179

κelectron reco,ID 98.542± 0.014 13.746± 0.177
κelectron likelihood 89.062± 0.065 12.245± 0.158
κb−fragmentation 100.013± 0.097 12.248± 0.158

Data Quality 97.14± 0.5 11.897± 0.171
Prmary vertex selection SF 98.88± 1.5 11.764± 0.170

ǫtotal 11.764± 0.170

Table C.9.: Preselection efficiencies for tt̄ → WqWq in the e+jets channel for exactly
three jets.
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Cut flow for tt̄→WbWb in mu + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
240928

= 3 good jets 94789 39.343± 0.100 39.343± 0.100
leading jet cut 93922 99.085± 0.031 38.983± 0.099
Z muon veto 42645 45.405± 0.162 17.700± 0.078
loose muon 42608 99.913± 0.014 17.685± 0.078

2nd muon veto 42603 99.988± 0.005 17.683± 0.078
electron veto 42558 99.894± 0.016 17.664± 0.078

vertex selection 41908 98.473± 0.059 17.394± 0.077
6ET 36408 86.876± 0.165 15.112± 0.073

triangle selection 33973 93.312± 0.131 14.101± 0.071
tight muon 29821 87.779± 0.178 12.378± 0.067

Trigger probability 87.444± 0.060 10.823± 0.059
κmuon ID x acc x cosmic veto 97.460± 0.059 10.562± 0.058

κmuon track 92.255± 0.031 9.752± 0.053
κRat11<0.08 and Rattrk<0.06 100.198± 0.005 9.774± 0.053

κb−fragmentation 98.018± 0.431 9.585± 0.068
Data Quality 97.14± 0.5 9.310± 0.051

Prmary vertex selection SF 98.88± 1.5 9.206± 0.055
ǫtotal 9.206± 0.055

Table C.10.: Preselection efficiencies for tt̄ → WbWb in the µ+jets channel for exactly
three jets.

Cut flow for tt̄→WbWq in mu + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35280

= 3 good jets 13701 38.835± 0.259 38.835± 0.259
leading jet cut 13577 99.095± 0.081 38.484± 0.259
Z muon veto 6218 45.798± 0.428 17.625± 0.203
loose muon 6215 99.952± 0.028 17.616± 0.203

2nd muon veto 6215 100.000± 0.000 17.616± 0.203
electron veto 6209 99.903± 0.039 17.599± 0.203

vertex selection 6099 98.228± 0.167 17.287± 0.201
6ET 5330 87.391± 0.425 15.108± 0.191

triangle selection 4914 92.195± 0.367 13.929± 0.184
tight muon 4297 87.444± 0.473 12.180± 0.174

Trigger probability 87.626± 0.153 10.672± 0.153
κmuon ID x acc x cosmic veto 97.515± 0.155 10.420± 0.151

κmuon track 92.186± 0.083 9.616± 0.139
κRat11<0.08 and Rattrk<0.06 100.209± 0.013 9.638± 0.140

κb−fragmentation 99.525± 0.770 9.616± 0.159
Data Quality 97.14± 0.5 9.340± 0.155

Prmary vertex selection SF 98.88± 1.5 9.236± 0.154
ǫtotal 9.236± 0.154

Table C.11.: Preselection efficiencies for tt̄ → WbWq in the µ+jets channel for exactly
three jets.
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Cut flow for tt̄→WqWq in mu + jets

Selection or κ Events left Exclusive selection efficiency[%] Cumulative selection efficiency[%]
35135

= 3 good jets 13532 38.514± 0.260 38.514± 0.260
leading jet cut 13436 99.291± 0.072 38.241± 0.259
Z muon veto 6201 46.152± 0.430 17.649± 0.203
loose muon 6193 99.871± 0.046 17.626± 0.203

2nd muon veto 6193 100.000± 0.000 17.626± 0.203
electron veto 6189 99.935± 0.032 17.615± 0.203

vertex selection 6098 98.530± 0.153 17.356± 0.202
6ET 5358 87.865± 0.418 15.250± 0.192

triangle selection 4996 93.244± 0.343 14.219± 0.186
tight muon 4387 87.810± 0.463 12.486± 0.176

Trigger probability 87.836± 0.154 10.967± 0.156
κmuon ID x acc x cosmic veto 97.617± 0.154 10.722± 0.153

κmuon track 92.276± 0.081 9.901± 0.142
κRat11<0.08 and Rattrk<0.06 100.209± 0.013 9.925± 0.142

κb−fragmentation 100.079± 0.119 9.931± 0.143
Data Quality 97.14± 0.5 9.647± 0.157

Prmary vertex selection SF 98.88± 1.5 9.538± 0.156
ǫtotal 9.538± 0.156

Table C.12.: Preselection efficiencies for tt̄ → WqWq in the µ+jets channel for exactly
three jets.



D. Control plots for the topological
discriminant used in the measurement of R

In this section different control and validation plots for the construction of the topological
discriminant used for the measurement of the ratio of branching fractions R are shown. The
construction and optimisation of the discriminant are discussed in section 8.4.

Figures D.1 to D.8 show the data to Monte Carlo comparison plots for all input variables to
the topological discriminant. The comparison is done for the samples with 1, 2, 3 and at least
4 jets. As the discriminant is used in the ≥ 4 jet sample, the background model validation for
each input variable is done in the samples with less than four jets. All variables show good
agreement between data and the prediction from the background model.

The red area is the tt̄ signal, the green areas are for the different W+jets contributions
(Wlp+jets, Wcc+jets and Wbb+jets). The brown represents the multijet background. The rest
are the small single top, Z+jets and diboson contributions. A detailed legend used for all Data
to Monte Carlo comparison plots can be found in Fig. C.1 in Appendix C.

Figures D.9 and D.10 show the normalised distributions of the transformed input variables
for tt̄ signal and W+jets background in the e+jets and µ+jets channel, respectively.

In Figs. D.13 and D.14 the tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq templates for the
discriminant input variables are displayed in the e+jets and µ+jets channel, respectively.

The variables in the e+jets channel are the C variable (top left), C (top right), aplanarity A
(middle left), the leading jet pT (middle right) and the maximum ∆R between all jet combina-
tions (bottom). For the plots in the µ+jets channel the aplanarity A (top left), HT3 – the scalar
sum of the pT for the third leading jet and lower – (top right), Hl

T (middle left), D (middle
right), JetMt (bottom left) and the variable M01Mall (bottom right) are shown.
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Figure D.1.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the e+jets channel and
= 1 jet.
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Figure D.2.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the e+jets channel and
= 2 jets.
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Figure D.3.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the e+jets channel and
= 3 jets.
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Figure D.4.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the e+jets channel and
≥ 4 jets.
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Figure D.5.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the µ+jets channel and
= 1 jet.
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Figure D.6.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the µ+jets channel and
= 2 jets.
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Figure D.7.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the µ+jets channel and
= 3 jets.
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Figure D.8.: Data to Monte Carlo comparisons for the input variables to the topological
discriminant function in the 0 b-tagged sample. For the µ+jets channel and
≥ 4 jets.
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Figure D.9.: Normalised distributions of the transformed input variables to the topo-
logical discriminant for Wlp+Jets and tt̄ → l + jets in the e+jets channel.
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Figure D.10.: Normalised distributions of the transformed input variables to the topo-
logical discriminant for Wlp+Jets and tt̄ → l + jets in the µ+jets channel.
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Figure D.11.: Fit to the logarithm of the probability density function for signal (tt̄ →
l + jets) over background (W+jets) for all transformed input variables to
the discriminant function in the e+jets channel.
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Figure D.12.: Fit to the logarithm of the probability density function for signal (tt̄ →
l + jets) over background (W+jets) for all transformed input variables to
the discriminant function in the µ+jets channel.
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Figure D.13.: Normalised distributions of the transformed input variables to the topo-
logical discriminant for tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq in the
e+jets channel.
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Figure D.14.: Normalised distributions of the transformed input variables to the topo-
logical discriminant for tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq in the
µ+jets channel.



E. Ensemble tests for the simultaneous
measurement of R and the top quark pair
production cross section

In order to check the procedure to determine the tt̄ cross section and R, a variety of tests with
pseudo-data – so-called ensemble tests – are performed.

Two kinds of ensemble tests are used: For the first kind, only the number of expected signal
and background events are varied within the Poisson statistics for a given R and σ · B2. That
sort of ensembles is referred to as yield-only ensembles. In the second kind the ensembles
are generated by simulating the different composition of the pseudo-data sample by picking
events from the corresponding signal and background samples. As every single event in this
approach is selected from the pool of available events in a particular Monte Carlo sample,
the latter ensembles are in the following referred to as event-by-event ensembles or event-
by-event pseudo-experiments, in order to distinguish them from the first kind of ensemble
test.

While the yield-only ensembles do not take into account differences in the composition of
the ensembles, the advantage is the easy implementation of systematic uncertainties. The
variation of the systematic uncertainties can be done by varying the corresponding nuisance
parameters randomly according to the Gaussian distributions of mean 0 and standard devi-
ation 1. The event-by-event ensembles are implemented in order to check if both types of
ensembles give consistent results.

E.0.1. Generation of yield-only pseudo-experiments

The yield-only ensembles are generated by using the event selection and b-tagging efficiencies
for signal and Monte Carlo backgrounds.

For every chosen value of R and σ · B2 the expected yield for all Monte Carlo backgrounds
and signal samples in the 0, 1 and ≥ 2 b-tag samples for tight (denoted T0, T1 and T2) and
“loose-tight” (denoted LT0, LT1 and LT2) events are calculated, using the corresponding b-tag
probability, event selection efficiency, luminosity and branching ratios. The total number of tt̄
events is composed of three contributions: tt̄ → WbWb, tt̄ → WbWq and tt̄ → WqWq based
on the value of R. The Monte Carlo background and the multijet background predictions
do not depend on R and σ · B2. The number of multijet events is calculated with the Matrix
Method in the samples T0, T1 and T2. The number of multijet events in the “loose-tight”
samples LT0, LT1 and LT2 can be derived from the tight samples as:

NLT0
QCD =

NT0
QCD

εqcd
− NT0

QCD (E.1)

NLT1
QCD =

NT1
QCD

εqcd
− NT1

QCD (E.2)

NLT2
QCD =

NT2
QCD

εqcd
− NT2

QCD. (E.3)
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In order to predict the number of Monte Carlo background events in the “loose-tight” sam-
ples, the calculated prediction in T0, T1 and T2 can be used:

NLT0
MC =

NT0
MC

εsig
− NT0

MC (E.4)

NLT1
MC =

NT1
MC

εsig
− NT1

MC (E.5)

NLT2
MC =

NT2
MC

εsig
− NT2

MC (E.6)

For the prediction of the W+jets background, the number of true isolated leptons from the
Matrix Method is calculated. By calculating the number of signal, multijet and Monte Carlo
background before b-tagging at a given value of R and σ · B2, using the corresponding event
selection efficiency, luminosity and branching ratio, the number of W+jets events in the tight
sample can be extracted as the difference to the observed number of events. The number
of W+jets events in the tight 1 and ≥ 2 b-tagged samples are derived by application of the
corresponding b-tag probabilities. In the zero b-tagged sample the number of W+jets events is
the difference between the predicted number of events in the pretagged minus the prediction
in the one and two b-tagged samples. To get the number of W+jets events in the “loose-tight”
sample the following equations are applied:

NLT0
W+jets =

NT0
W+jets

εsig
− NT0

W+jets (E.7)

NLT1
W+jets =

NT1
W+jets

εsig
− NT1

W+jets (E.8)

NLT2
W+jets =

NT2
W+jets

εsig
− NT2

W+jets (E.9)

Each of the contributions in the different samples T1, T2, LT0, LT1 and LT2 are then varied
independently according to a Poisson distribution. In the tight zero b-tagged sample T0 an
additional step has to be done due to the topological discriminant. Each of the templates is
normalised to the predicted number of events in T0. For the W+jets template the normali-
sation from W+jets and Monte Carlo background events is used. After the normalisation, a
random number in each bin of the topological discriminant is drawn, according to a Poisson
distribution.

E.0.2. Generation of event-by-event pseudo-experiments

In order to generate event-by-event ensembles or pseudo-experiments, for each Monte Carlo
sample all events passing the tight event selection for exactly three and four or more jets are
stored with their corresponding event weight, the probability to have 0-, 1- or at least 2 b-tags
in the event and the value of the topological discriminant. The three and four jet events are
treated separately for the ensemble creation, as well as the e+jets and µ+jets channels.

For every chosen R and σ · B2, the expected yield for all Monte Carlo backgrounds and signal
samples before b-tagging are calculated, using the corresponding event selection efficiency,
luminosity and branching ratio. The number of multijet events is calculated with the matrix
method from the tight and “loose-tight” data sample before b-tagging. The expected number
of events in the W+jets sample before tagging is calculated as the difference between the
number of data events and the sum of the signal, multijet and Monte Carlo background yields.
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In every sample, random numbers distributed according to a Poissonian around the expected
yields are drawn. For each Monte Carlo sample of the signal, Monte Carlo backgrounds and
W+jets, a loop over the predicted number of events for this contribution is performed. In each
iteration of the loop a uniformly distributed random number is used to choose one event from
the available pool. Furthermore, another uniformly distributed random number rn between
0 and the maximum event weight of that particular sample is calculated. If the event weight
for the chosen event is larger than the random number rn the event is kept, and dropped
otherwise. If the event is dropped the procedure to select an event is repeated. If the event is
accepted, a new random number tn, uniformly distributed between 0 and 1, is calculated, in
order to select the b-tag for the chosen event. For this purpose, the probabilities to have 0, 1
and ≥ 2 b-tags (w0, w1 and w2) are compared to the random value tn for the chosen event. If
tn ≤ w0, the event is assumed to have no b-tagged jets, for w0 < tn ≤ w0 + w1 the event is
assumed to have exactly one b-tag, and otherwise it is chosen to have at least two b-tags.

With this procedure all the samples with zero, one and at least two b-tags (T0, T1 and T2)
for all different contributions except multijet background are created. For events with four or
more jets and 0 b-tags the likelihood discriminant value for each event of the chosen ensemble
is used to create the likelihood discriminant for a particular pseudo-experiment.

The number of events in the “loose-tight” samples are estimated by applying the b-tagging
to data and using the Matrix Method in the subsamples with zero, one and at least two b-
tags. The corresponding number of multijet events in the “loose-tight” sample is calculated as
given in Eq. E.1. For the Monte Carlo backgrounds and the W+jets background the contribu-
tion in the “loose-tight” samples are calculated according to Eq. E.4 and Eq. E.7, respectively.

All multijet contributions in the tight and “loose-tight” samples, for the different b-tag sub-
samples, are then varied according to the Poisson distribution. For the events with at least
four jets and 0-tags the topological discriminant is constructed by normalising the multijet
background template obtained from the ”loose-tight” sample to the number of estimated
multijet events in the tight 0 b-tag sample, and adding the distribution to the total pseudo-
experiment discriminant.

E.0.3. Test of the fitting procedure

In order to test if the fitting procedure causes a bias, the two types of ensembles are applied to
the fit of R and σ · B2. Besides the bias check this is also a check on the yield-only ensembles,
which are needed for the limit setting on R as described in section 8.6.5.

In the event-by-event ensembles, a limited pool size and oversampling of events have to be
taken into account by applying a correction factor according to [185], where the correction
factor was derived for signal-only samples. Since the event-by-event ensembles are only used
to check the bias on the fitted value and its uncertainty, but not to extract the uncertainty from
the pseudo-experiments, an estimate is used without the correction factor. Especially since
randomised distributions are used for determining the b-tag subsample, and since signal and
background events are used to create the ensembles, the correction due to reusing events is
expected to be small.

Fitted versus true R

A check for possible biases in extracting R is performed, by using yield-only ensembles. The
true values of R are varied in steps of 0.1 between 0 and 1.0 while σ · B2 is kept at a value of
7 pb. For each R, 1000 ensembles are generated. For each ensemble, R is fitted simultaneously
with the top pair production cross section.
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Figure E.1.: Mean value of the fitted R as a function of the true R. The Medium NN
Tagger and the dependency of the topological discriminant on R are used.
Left: yield-only ensembles. Right: event-by-event ensembles.

The distributions of the fitted R for each true value of R are fitted with a Gaussian distribution,
The mean values of each Gaussian fit are plotted in Fig. E.1 (left) as a function of true R. No
bias can be observed on the curves.

Figure E.2 (left) shows the fitted σ · B2 as a function of R. The fitted cross section does not
depend on R and is approximately 2% larger than the true value of σ · B2 = 7 pb.

Figure E.3 (left) shows the pull width of the fitted R versus true R. The pull is defined as the
fitted minus the true value divided by the uncertainty of the fitted value, as returned by the
likelihood maximisation procedure. Figure E.4 (left) shows the pull width of the fitted σ · B2

versus true R. The pull width is ∼ 2 % and ∼ 5 % smaller than 1 for both cases, showing that
the uncertainty is overestimated or that the ensembles are missing an additional fluctuation.

The same procedure is repeated with the event-by-event ensembles. Figure E.1 (right) shows
the mean values of the Gaussian fits versus the true value of R. A very small bias in the slope
can be observed. For fitted values of R close to 1 no significant bias can be seen.

In Fig. E.2 (right) the fitted σ · B2 is shown as function of R. The fitted value of σ · B2 comes
out a bit larger than the input value for low R. The pull, shown in Fig. E.3 (right) for fitted
versus true R, and in Fig. E.4 (right) for the fitted σ · B2 versus true R, comes out with a width
smaller than one, by about 8 %. This indicates a small overestimation of the uncertainty.

Fitted versus true σ(pp̄ → tt̄) × B2(t → Wq)

Possible biases of the fitting procedure on σ · B2 are checked with yield-only and event-by-
event ensembles. The input value of σ · B2 is varied in steps of 1.0 between 0 and 15.0, while
R is fixed to 1. For each true tt̄ cross section 1000 ensembles are generated. For each set of
ensemble σ · B2 is fitted simultaneously with R.

The distribution of measured cross section is fitted with a Gaussian distribution for every set
of ensembles. The mean values of each Gaussian fit are shown in Fig. E.5 (left) as a function
of the true σ · B2. Figure E.6 (left) shows the fitted R as a function of true σ · B2. No significant
bias is observed.
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Figure E.2.: Mean value of the fitted σ · B2 as a function of the true R. The Medium NN
Tagger and the dependency of the topological discriminant on R are used.
Left: yield-only ensembles. Right: event-by-event ensembles.
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Figure E.3.: Distribution of the fitted pull width for R versus true R. A Gaussian
fit is performed to get the mean value for each distribution of (fitted −
true)/σfitted. The Medium NN Tagger and the dependency of the topolog-
ical discriminant on R are used. Left: yield-only ensembles. Right: event-
by-event ensembles.

Figure E.7 (left) shows the pull width of the fitted versus true σ · B2, and Fig. E.8 (left) shows
the pull width of the fitted R versus true σ · B2.

For the event-by-event ensembles, the distribution of the mean values of the Gaussian fits to
the distribution of fitted σ · B2 are presented in Fig. E.5 (right) as a function of the true value of
σ · B2. No significant bias is observed. The same plot for R versus σ · B2, as shown in Fig. E.6
(right), also shows no significant deviation from 1, i. e. no bias is seen.

In Figure E.7 (right) the pull width of the fitted versus true σ · B2, resulting from the event-
by-event ensembles, is shown. Figure E.8 (right) shows the pull width of the fitted R versus
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Figure E.4.: Distribution of the fitted pull width for σ · B2 versus true R. A Gaussian
fit is performed to get the mean value for each distribution of (fitted −
true)/σfitted. The Medium NN Tagger and the dependency of the topolog-
ical discriminant on R are used. Left: yield-only ensembles. Right: event-
by-event ensembles.
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Figure E.5.: Mean value of the fitted σ · B2 as a function of the true σ · B2. The Medium
NN Tagger and the dependency of the topological discriminant on σ · B2

are used. Left: yield-only ensembles. Right: event-by-event ensembles.

true σ · B2. In both cases the test indicates that the statistical uncertainty is overestimated by
∼ 6 %.

E.0.4. Expected statistical uncertainties

The expected statistical uncertainty on the fitted R and σ · B2 can be extracted from the
pseudo-experiments with the yield-only and event-by-event ensembles. For each of the
pseudo-experiments the uncertainties on R and σ · B2 are computed with MINOS.
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Figure E.6.: Mean value of the fitted R as a function of the true σ · B2. The Medium
NN Tagger and the dependency of the topological discriminant on σ · B2

are used. Left: yield-only ensembles. Right: event-by-event ensembles.

 (pb)true B  2 σ
0 2 4 6 8 10 12 14 160 2 4 6 8 10 12 14 16

σ
2

P
u

ll 
w

id
th

( 
  B

  )

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 / ndf 2χ  27.85 / 13

Prob   0.009494

p0        0.008323± 0.9837 

 / ndf 2χ  27.85 / 13

Prob   0.009494

p0        0.008323± 0.9837 

 (pb)true B  2 σ
0 2 4 6 8 10 12 14 160 2 4 6 8 10 12 14 16

σ
2

P
u

ll 
w

id
th

( 
  B

  )

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 / ndf 2χ  12.08 / 13

Prob   0.5213

p0        0.007996± 0.9454 

 / ndf 2χ  12.08 / 13

Prob   0.5213

p0        0.007996± 0.9454 

Figure E.7.: Distribution of the fitted pull width for σ · B2 versus true σ · B2. A
Gaussian fit is performed to get the mean value for each distribution of
(fitted− true)/σfitted. The Medium NN Tagger and the dependency of the
topological discriminant on R are used. Left: yield-only ensembles. Right:
event-by-event ensembles.

Figure E.9 shows the most probable relative statistical upward and downward uncertainty on
R as a function of true R for σ · B2 = 7 pb in the yield-only ensembles and the event-by-event
ensembles, respectively.

In Fig. E.10 the expected statistical upward and downward uncertainty on R as a function of
true σ · B2 for the yield-only and the event-by-event ensembles are shown, respectively. For
σ · B2 = 7 pb the relative statistical upward and downward uncertainty on R is ∼ 0.08.

The results of similar tests for σ · B2 are presented in Figure E.11, where the most probable
relative upward and downward uncertainties on σ · B2 as a function of true σ · B2 are shown.
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Figure E.8.: Distribution of the fitted pull width for R versus true σ · B2. A Gaussian
fit is performed to get the mean value for each distribution of (fitted −
true)/σfitted. The Medium NN Tagger and the dependency of the topolog-
ical discriminant on R are used. Left: yield-only ensembles. Right: event-
by-event ensembles.

For R = 1 and σ · B2 = 7 pb the relative statistical upward uncertainty on σ · B2 is ∼ 10 %,
and downward uncertainty of ∼ 9 %.

In Fig. E.12 the relative uncertainties on σ · B2 as a function of true R are demonstrated.

By comparing the relative statistical uncertainty on R for different b-tag working points, the
medium NN tagger turns out to be the optimal choice.
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Figure E.9.: Expected relative statistical upward (top) and downward (bottom) error on
R as a function of the true R. The Medium NN Tagger and the dependency
of the topological discriminant on R are used. Left: yield-only ensembles.
Right: event-by-event ensembles.
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Figure E.10.: Expected relative statistical upward (top) and downward (bottom) error
on R as a function of the true σ · B2. The Medium NN Tagger and the
dependency of the topological discriminant on R are used. Left: yield-
only ensembles. Right: event-by-event ensembles.
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Figure E.11.: Expected relative statistical upward (top) and downward (bottom) error
on σ · B2 as a function of the true σ · B2. The Medium NN Tagger and the
dependency of the topological discriminant on R are used. Left: yield-
only ensembles. Right: event-by-event ensembles.
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Figure E.12.: Expected relative statistical upward (top) and downward (bottom) error
on σ · B2 as a function of the true R. The Medium NN Tagger and the
dependency of the topological discriminant on R are used. Left: yield-
only ensembles. Right: event-by-event ensembles.



F. Fit of B(t → H+b) for fixed σtt̄ with part
of all final states

In order to check the significance of individual channels contributing to the total limit on
B(t → H+b), as presented in section 11.2, the limit calculation for the tauonic decaying
charged Higgs is repeated for the l+jets channel only and the l+jets channel combined with
the dilepton final states. In case of leptophobic decaying charged Higgs the combined l+jets
and dilepton channel are considered, as no appearance channel is used that can change the
behaviour of the limits significantly. The limit calculation is done with the Feldman Cousins
method. The tt̄ cross section is set to 7.3± 0.7 pb.

The expected and observed limits on B(t → H+b) in the tauonic model for the l+jets channel
only are shown in Fig. F.1. Figure F.2 shows the corresponding expected and observed limits
for the combined l+jets and dilepton channels. It can be observed that the limits get better
with increasing charged Higgs mass, whereas the limits for high charged Higgs masses get
worse for the full combination as shown in Fig. 11.5. The l+jets and dilepton channels repre-
sent disappearance channels, i. e. the less events containing charged Higgs pass the selection,
the better the limits. For high mass charged Higgs the b-jets have a smaller momentum, re-
sulting in smaller jet pT. This makes it more unlikely that the event passes the selection cuts
and leads to the improving limits with higher mass. The τ+lepton channel only represents an
appearance channel for low charged Higgs masses, where it significantly improves the limits
compared to not including this final state. For high charged Higgs mass τ+lepton does not
contribute significant information, and thus does not improve the limits with respect to not
using τ+lepton.

Besides showing the improvement of the limit itself, the l+jets only limits show a large dis-
crepancy between expected and observed limit. Due to the tt̄ cross section being fixed to
7.3 pb for the search for charged Higgs, but the observed cross section in the l+jets channel
being measured as 8.46 pb (see Table 11.5 in section 11.1), the large difference between ob-
served and expected limit shows again how sensitive the measurement of B(t → H+b) is on
the cross section. For only l+jets channels, B(t → H+b) and σtt̄ are almost 100 % correlated,
making the limit setting highly dependent on the assumed tt̄ production model.

Figure F.3 shows the expected and observed limits on B(t → H+b) for leptophobic decaying
H+ in the combined l+jets and dilepton channel. Due to all channels, including τ+lepton –
as shown in Fig. 11.6 –, being disappearance channels in the leptophobic model, the inclusion
of τ+lepton does not contribute much to the significance.

These studies show again how important the inclusion of disappearance and appearance
channels is. Although the τ+lepton final state has low statistics it can improve the limits on
the tauonic model significantly for low mass charged Higgs. The same behaviour is expected
for the leptophobic model, if an appearance channel would be included.



231

 [GeV]+HM
80 90 100 110 120 130 140 150 160

)ντ
 b

 
→ +

 b
 H

→
B

(t
 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1
Expected limit 95% CL
Observed limit 95% CL

)=15βtan(
)=25βtan(
)=35βtan(
)=45βtan(
)=55βtan(
)=65βtan(
)=75βtan(

Expected limit 95% CL
Observed limit 95% CL

)=15βtan(
)=25βtan(
)=35βtan(
)=45βtan(
)=55βtan(
)=65βtan(
)=75βtan(

Figure F.1.: Expected (red) and observed (blue) limits for B(t → H+b) versus H+ mass
for the l+jets channels. Only the tauonic charged Higgs decays are consid-
ered.
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Figure F.2.: Expected (red) and observed (blue) limits for B(t → H+b) versus H+ mass
for the combined l+jets and dilepton channels. Only the tauonic charged
Higgs decays are considered.
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Figure F.3.: Expected (red) and observed (blue) limits for B(t → H+b) versus H+

mass for the combined l+jets and dilepton channels. Only the leptopho-
bic charged Higgs decays are considered.



G. Bayesian limits on B(t → H+b)

Different limit setting procedures may lead to different answers. While the frequentist meth-
ods sometimes overcover, Bayesian methods suffer from a subjective choice of the prior. The
limit setting on B(t → H+b), as presented in section 11.2, is performed with a frequentistic
method from Feldman and Cousins. In this section the limits on the tauonic and leptophobic
model for a Bayesian approach are presented. The incorporation of systematic uncertainties
into the Bayesian limit setting is done by means of Monte Carlo integration. The tt̄ cross
section is fixed to 7.3± 0.7 pb for the Bayesian limits.

The Monte Carlo integration is performed for each physically allowed point of a grid in
B(t → H+b), i. e. in the region from zero to one. For each B(t → H+b) the posterior prob-
ability is calculated. The prior on tauonic and leptophobic decaying charged Higgs is set to
one in the physically allowed region and zero otherwise.

Figure G.1 shows the expected and observed posterior probability densities for tauonic decay-
ing charged Higgs bosons in the combined l+jets, dilepton and τ+lepton channel for several
charged Higgs masses. Figure G.2 shows the expected and observed limits on B(t → H+b)
for tauonic decaying H+ as a function of the charged Higgs mass, derived with the Bayesian
approach.

Table G.1 lists the expected and observed limit on B(t → H+b) versus the charged Higgs
mass.

H+ mass [GeV] expected observed
80 0.13 0.11
100 0.13 0.11
120 0.14 0.12
140 0.14 0.14
150 0.15 0.15
155 0.14 0.15

Table G.1.: Bayesian upper limits on the branching ratio B(t → H+b) for each generated
H+ mass point in the tauonic model.

Figure G.3 shows the expected and observed posterior probability densities for leptophobic
decaying charged Higgs bosons for six different mH+ .

In Fig. G.4 the expected and observed limits on B(t → H+b) for leptophobic decaying H+ are
shown as a function of the charged Higgs mass derived with the Bayesian approach.

Table G.2 lists the expected and observed limit on B(t → H+b) versus the charged Higgs
mass.

For both models, tauonic and leptophobic, the Bayesian limits come out a bit better than the
frequentist limits. For both procedures the observed limit is better than the expected limit by
about the same amount.
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H+ mass [GeV] expected observed
80 0.18 0.14
100 0.18 0.14
120 0.18 0.14
140 0.18 0.15
150 0.16 0.15
155 0.16 0.14

Table G.2.: Bayesian upper limits on the branching ratio B(t → H+b) for each generated
H+ mass point in the leptophobic model.
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Figure G.1.: Bayesian posterior probabilities for B(t → H+b). For the combined l+jets,
τ+lepton and dilepton channels and tauonic decaying charged Higgs.
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Figure G.2.: Bayesian expected (red) and observed (blue) limits for B(t → H+b) versus
H+ mass for the combined l+jets, τ+lepton and dilepton channels. Only
the tauonic charged Higgs decays are considered.
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Figure G.3.: Bayesian posterior probabilities for B(t → H+b). For the combined l+jets,
τ+lepton and dilepton channels and leptophobic decaying charged Higgs.
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Figure G.4.: Bayesian expected (red) and observed (blue) limits for B(t → H+b) versus
H+ mass for combined l+jets, τ+lepton and dilepton channels. Only the
leptophobic charged Higgs decays are considered.
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